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1. Introduction

In designing a stochastic model for a particular modeling problem, an
investigator will be vitally interested to know if their model fits the
requirements of a specific underlying probability distribution. To this
end, the investigator will rely on the characterizations of the selected
distribution. Generally speaking, the problem of characterizing a
distribution is an important problem in various fields and has recently
attracted the attention of many researchers. Consequently, various
characterization results have been reported in the literature. These
characterizations have been established in many different directions. The
present work deals with certain characterizations of eight general
univariate continuous distributions proposed by Chesneau [1]: (1)
Variable Power Parametric of the First Kind (VPP1stK); (2) Variable
Power Parametric of the Second Kind (VPP3rdK); (3) Variable Power
Parametric of the Third Kind (VPP3rdK); (4) Variable Power Parametric
of the Fourth Kind (VPP4thK); (5) Variable Power Parametric of the Fifth
Kind (VPP5thK); (6) Variable Power Parametric of the Sixth Kind
(VPP6thK); (7) Variable Power Parametric of the Seventh Kind
(VPP7thK); (8) Variable Power Parametric of the Eighth Kind (VPP8thK).
Certain interesting examples as well as further complements of these
distributions are given in Chesneau [1] for interested readers.

We list below the cumulative distribution function (cdf) and
probability density function (pdf) of each one of these distributions in the
same order as listed above. We will be employing the same notation for
the parameters as chosen by the original author (Chesneau).

(1) The cdf and pdf of (VPP1stK) are given, respectively, by

[Fn(x)P*!

F(x;a,b)=c¢e x , 0<x<1, (1.1)
and

flx; @, b) = x - In(x)]°P(x), 0<x<1, (1.2)

where a >0,b > -1 are parameters and P(x) = x %[~ aln(x)+ b +1]

[Fln@)P*?

e X
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(2) The cdf and pdf of (VPP2ndK) are given, respectively, by
F(x; a, b, c) = eln@larbxrexn(@)] o < o < (2.1)
and
flx;a, b, ¢)=x"'Px), 0<x<1, (2.2)
where b<0,ce[0,1],a >0,a > Licz0) — b are parameters and P(x) =
{a +bx + (b + 2¢)x In(x) + cx[In(x)] Z}eln(x)[a+bx+cx In(a)],
(3) The cdf and pdf of (VPP3rdK) are given, respectively, by
Flx; a, b) = 0002 _q ) g <y <, (3.1)
and
flx; a, b) = (1 - x)b_lP(x), 0<x<1, (3.2)
where a € [0, 1], b > 1 are parameters and P(x) = (1 - x)l_b —a[l+bln
(1- )] @ In(-x) (1-x)"
(4) The cdf and pdf of (VPP4thK) are given, respectively, by
F(x; a, b) = %{eln(x)(1+ax+bxln(x)) _exln(x)}, 0<x<l, (4.1)
and
f(x; a, b) = %xilP(x), 0<x <1, (4.2)

where b <0, a >1-b are parameters and P(x) = {[1 + ax + bx In(x)] +

xIn(x)[a+b+b ln(x)]}eln(x)[1+ax+bx In(x)] _ x(1 + In(x))e® In(x)
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(5) The cdf and pdf of (VPP5thK) are given, respectively, by

—-d 1n|:1+ a+bIn(x)+cx+In(x)

F(x; a, b, c, d):(1+a)e_x x lOSxSl, (5.1)

and
flx;a,b,¢c,d)=(1+ a)x_d_lP(x), 0<x <1, (5.2)
where a 20,5 >0,c <0 suchthat a—b-c # 0, d >0 are parameters

d ln[l +[a + bln(x) + cx ln(x)]_lx_l]
and P(x) = B x{_ (@ + b1n(x) + cx In(x))x "2 + (bx ™" + cIn(x) + c)x_l}
1+ ((@+bln(x) + cx In(x)))x !

x4 1n|:1+ a+blIn(x)+cx ln(x)}

X e *

(6) The cdf and pdf of (VPP6thK) are given, respectively, by

1t
F(x;a,b,c,d):[l+w] ¥ , 0<x<1, (6.1)
and

f(x; a, b, c,d) = x_d_zP(x), 0<x <1, (6.2)

where a 2 0, b <0, ¢ £ 0 such that a — b — ¢ # are parameters and

bin(e)serin)]
a+0 In(x )+cx In(x
P(x) = [1 + &b In@rerinGo
y dla + b1n(x) + cx In(x) + x]1n [1 + M]
+(1+x%)[a+bln(x)-b - cx]
(7) The cdf and pdf of (VPP7thK) are given, respectively, by

—-a l—xb
F(x; a, b) = eln(x)x ( ), 0<x <1, (7.1)
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and
f(x; a, b) = xbilea(lfxb) In(x)P(x), O0<x <1, (7.2)
b
where @ >0,b>0 are parameters and P(x)= an—(x) +ab ln(x)}
—a(1-x%)

% eln(x)x

(8) The cdf and pdf of (VPP8thK) are given, respectively, by

1n(1—x)[ x4 b}
F(x;a,b)=1-¢ P ) 0 <x <1, (8.1)
and

f(x; @, b) = x - In(x)P T P(x), 0<wx<1, (8.2)

where a > -1,6>0 such that 1+a+b+# 0 are parameters and

a+l

P(x) = [- In(x)] % + H f_ —- ax® 1 In( - x)|[- In(x)] - 622 In(1 - x)}

ln(l—x)[ x? }
e [P |

2. Characterization of Distributions

As mentioned in the Introduction, characterizations of distributions is
an important area of research which has recently attracted the attention
of many researchers. This section deals with various characterizations of
the distributions listed in the Introduction. These characterizations are
based on: (1) a simple relationship between two truncated moments; (ii)
the hazard function; and (iii) the reverse hazard function. It should be
mentioned that for the characterization (i) the cdf need not have a closed
form and depends on the solution of a first order differential equation,

which provides a bridge between probability and differential equation.
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2.1. Characterizations based on two truncated moments

In this subsection we present characterizations of 8 distributions
mentioned in the Introduction, in details, in terms of a simple
relationship between two truncated moments. Our first characterization
result employs a theorem due to (Glianzel [2]), see Theorem 2.1.1 below.
Note that the result holds also when the interval H is not closed.
Moreover, as mentioned above, it could be also applied when the cdf F
does not have a closed form. As shown in (Glidnzel [3]), this

characterization is stable in the sense of weak convergence.
Theorem 2.1.1. Let (Q, F, P) be a given probability space and let

H = [d, e] be an interval for some d < e(d = -, e = o0 might as well be

allowed). Let X : Q — H be a continuous random variable with the

distribution function F and let q; and q9 be two real functions defined

on H such that

Efgy(X)|X > x] = E[q;(X)|X > x]n(x), x € H,

is defined with some real function w. Assume that qi, qy € Cl(H),

ne CZ(H) and F is twice continuously differentiable and strictly

monotone function on the set H. Finally, assume that the equation

Ng1 = g9 has no real solution in the interior of H. Then F is uniquely

determined by the functions q1, q9 and m, particularly

F(x) = J-x C| n'(w) |exp(— s(u))du
a  nWa (W) - g2 (w)) ’
where the function s is a solution of the differential equation

s = na

= and C is the normalization constant, such that j dF =1.
ng: - qz H

Here is our first characterization.
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Proposition 2.1.1. Let X :Q — (0,1) be a continuous random
variable and let qi(x)=[P(x)]" and qy(x) = qi(x)[-1In(x)] for

0 <x <1. The random variable X has pdf (1.2) if and only if the
function n defined in Theorem 2.1.1 has the form

b+1
1) = (45 )l @), 0<x <1,
Proof. Let X be a random variable with pdf (1.2), then

0 - FEFn (O > = [ o' @l du

_ (bilj[_ )P, 0<x<1,

and
(0 FE)Blgs X)X > x) = [ ' )
_ (b ! 2)[— In@)P*?, 0<x<l,
and finally

n(x)qy (x) — ga(x) = - Zlixfz) [-In(x)] < 0 for 0 < x < 1.

Conversely, if n is given as above, then

s'(x) = n'(%)g (x) _ b+ l)x_1
n(x)g1(x) - ga(x) [~ 1In(x)] °

0<x <1,

and hence
s(x) = - (b+1)In[-In(x)], 0<=x <1.

Now, in view of Theorem 2.1.1, X has density (1.2).
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Corollary 2.1.1. Let X : Q — (0, 1) be a continuous random variable
and let q;(x) be as in Proposition 2.1.1. The pdf of X is (1.2) if and only if
there exist functions q9 and m defined in Theorem 2.1.1 satisfying the

differential equation

N@a ) G+
nx)g(x) - gz(x)  [-Inx)] 7

0<x <1

Corollary 2.1.2. The general solution of the differential equation in

Corollary 2.1.1is

1) = @] |- 6 + 127 - @) (@ () g (x)dx + D)

where D is a constant.

Proof. If X has pdf (1.2), then clearly the differential equation holds.
Now, if the differential equation holds, then

-1 -1
() = [%}«x) - [%J (@) g2(2),
W@ P - 6+ Dr - Ine) i)

= = (0 + D - In(@)P (g1 (x)) " g2 (x),

L) ) P = = 6+ )37 () Py (0) 2(),

from which we arrive at

1(x) = [ )] - (b + 17! - () P01 () g () + D,
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Note that a set of functions satisfying the differential equation in
Corollary 2.1.1, is given in Proposition 2.1.1 with D = 0. However, it
should also be noted that there are other triplets (q;, g9, n) satisfying

the conditions of Theorem 2.1.1.
Proposition 2.1.2. Let X :Q — (0,1) be a continuous random

variable and let qy(y) = [P(x)]" and go(x) = q;(x)[-In(x)] for 0 < x < 1.

The random variable X has pdf (2.2) if and only if the function n defined

in Theorem 2.1.1 has the form
1
n(x) = 5[— In(x)], O0<x <1.
Proof. Let X be a random variable with pdf (2.2), then

(- PRy (X)X > 2] = | Yy ldu = - In(x)], 0<x <1,

X

and

1
(- F@)Ela>(X)|X = «] - |

X

u - In(w)]|du = %[— In(x), 0<x<1,

and finally

n(x)g; (x) — ggo(x) = - [-In(x)] < 0 for 0 < x < 1.

q1(x)
2
Conversely, if n is given as above, then

TR (G 1C N
n(x)gr(x) - ga(x) [~ In(x)]”

0<x <1,

and hence
s(x) = —In(~In(x)), 0 <x < 1.

Now, in view of Theorem 2.1.1, X has density (2.2).



10 G. G. HAMEDANI

Corollary 2.1.3. Let X : Q — (0, 1) be a continuous random variable
and let q,(x) be as in Proposition 2.1.2. The pdf of X is (2.2) if and only
if there exist functions g9 and m defined in Theorem 2.1.1 satisfying the
differential equation

n'(x)g1 (x) x!

@) (x) - ga(x) [ In(x)]’ 0<x<l

Corollary 2.1.4. The general solution of the differential equation in
Corollary 2.1.3 is

) = [ 0T [ 701 (o) aete)ae + D)

where D is a constant.
Proof. It is similar to that of Corollary 2.1.2.

Note that a set of functions satisfying the differential equation in
Corollary 2.1.3, is given in Proposition 2.1.2 with D = 0. However, it
should also be noted that there are other triplets (q;, g9, n) satisfying

the conditions of Theorem 2.1.1.

Proposition 2.1.3. Let X :Q — (0,1) be a continuous random
variable and let q,(x) = [P(x)]! and go(x) = q;(x) (1 - x)b for 0 < x <1.
The random variable X has pdf (3.2) if and only if the function n defined

in Theorem 2.1.1 has the form

nx)==1-x)°, 0<x<l.

DO =

Proof. Let X be a random variable with pdf (3.2), then

(1 - F(x))Elq, (X)X > «] = jl (11—l tdu - %(1 —xf, 0<x<l,

and

Lo o0<x<i,

(1 - F(x))E[qo(X)|X > x] = j 1 1-u?du = 5



CHARACTERIZATIONS OF CERTAIN EIGHT GENERAL ...

and finally

n(x)g; (x) — go(x) = —qlT(x)(l —x)’ <0for 0<ux<l.

Conversely, if n is given as above, then

s'(x) = n'(x)g; (x) = b1 - x)—l,

n(x)gq (x) — go(x) 0<x <1,

and hence
s(x)=-bln(l-x), O0<x <l

Now, in view of Theorem 2.1.1, X has density (3.2).

Corollary 2.1.5. Let X : Q — (0, 1) be a continuous random variable

and let qy(x) be as in Proposition 2.1.3. The pdf of X is (3.2) if and only

11

if there exist functions g9 and m defined in Theorem 2.1.1 satisfying the

differential equation

Negilx)  _ b1 - x) ",

@1 () - 42 @) Ocx<l

Corollary 2.1.6. The general solution of the differential equation in

Corollary 2.1.5 is
) = [0 - )1 [ [ 80 - 27 a3 ) aale)ee + D]

where D is a constant.

Proof. It is similar to that of Corollary 2.1.2.

Note that a set of functions satisfying the differential equation in

Corollary 2.1.5, is given in Proposition 2.1.3 with D = 0. However, it

should also be noted that there are other triplets (q;, g9, n) satisfying

the conditions of Theorem 2.1.1.
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Proposition 2.1.4. Let X :Q — (0,1) be a continuous random

variable and let q;(x) = [P(x)] " and go(x) = g, (x) e for 0 <x <1.
The random variable X has pdf (4.2) if and only if the function n defined

in Theorem 2.1.1 has the form
1 1
n(x) = 5(1 +en(x)), 0<x<l.
Proof. Let X be a random variable with pdf (4.2), then

(- PGBl (0)|X > x] = | :%u_leln(u)du

= l(1 - eln(x)), 0<x<1,
a
and
1
(1- F(x)E[g2(X)|X > x] = J'x %u—le2ln(u)du

= Zl_a(l - eZIn(x)), 0<x <1,

and finally
()1 ()~ aa(w) = LD f - )5 0 for 0 < x < 1.
Conversely, if n is given as above, then

§(x) = —NWaw) o Leln(®)
n(x)QI (x) - Q2(x) 1- eln(x) s

O0<x<1,

and hence
s(x) = —1In (1 - eln(x)), 0<x<1.

Now, in view of Theorem 2.1.1, X has density (4.2).
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Corollary 2.1.7. Let X : Q — (0, 1) be a continuous random variable
and let q;(x) be as in Proposition 2.1.4. The pdf of X is (4.2) if and only if
there exist functions qo and m defined in Theorem 2.1.1 satisfying the
differential equation

N(x)g () _ xle
n(x)q1(x) = galx) 1 _ In(x)

, O<x<l1.

Corollary 2.1.8. The general solution of the differential equation in
Corollary 2.1.7 is

) = (- O] [ [ 5 )gy 0) gyt + D)

where D is a constant.
Proof. It is similar to that of Corollary 2.1.2.

Note that a set of functions satisfying the differential equation in

Corollary 2.1.7, is given in Proposition 2.1.4 with D = % However, it

should also be noted that there are other triplets (q;, g9, n) satisfying

the conditions of Theorem 2.1.1.
Proposition 2.1.5. Let X : Q — (0,1) be a continuous random

variable and let q;(x) = [P(x)]! and qq(x) = q;(x)x™% for 0 <x <1.
The random variable X has pdf (5.2) if and only if the function n defined
in Theorem 2.1.1 has the form

n(x) = %(x_d +1), O0<x<1.

Proof. Let X be a random variable with pdf (5.2), then

(1 - F(x))Elq (X)X = «] = j 1 1+ a)u 4 du
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and

(1- F(x)E[g9(X)|X > x] = j 1 1+ a)u 29 dy

_l+a (x_2d _1),

W 0<x <1,

and finally
n(x)g; (x) — go(x) = —@(x_d -1)<0for 0 <x <1.
Conversely, if 1 is given as above, then

N(@)g(x)  ded?

= , O0<x«<1,
x)q1 (x) — ga(x) x %1

s'(x) =
( ) Tl(
and hence
s(x) =—1In (x_ —1), 0<x <1

Now, in view of Theorem 2.1.1, X has density (5.2).

Corollary 2.1.9. Let X : Q — (0, 1) be a continuous random variable
and let q,(x) be as in Proposition 2.1.5. The pdf of X is (5.2) if and only
if there exist functions qq and n defined in Theorem 2.1.1 satisfying the

differential equation

n'(x)g; (x) dx !

n®)g (x) - qz(®) 54 _1° 0<x <l

Corollary 2.1.10. The general solution of the differential equation in
Corollary 2.1.9 is

) = (! 1) [ e gy ) Mgyl + D

where D is a constant.
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Proof. It is similar to that of Corollary 2.1.2.

Note that a set of functions satisfying the differential equation in

Corollary 2.1.9, is given in Proposition 2.1.5 with D = % However, it

should also be noted that there are other triplets (q;, g9, 1) satisfying

the conditions of Theorem 2.1.1.
Proposition 2.1.6. Let X :Q — (0,1) be a continuous random

variable and let q;(x) = [P(x)][! and go(x) = q;(x) x @ for 0 < x < 1.
The random variable X has pdf (6.2) if and only if the function n defined
in Theorem 2.1.1 has the form
1( —(d+1
n(x):g(x ( +)+1), 0<x<1.
Proof. Let X be a random variable with pdf (6.2), then

0 - FEFIn (O > 2] = [ a2

- ﬁ(x_(dﬂ) ~1), 0<x<1,
and
1 2d-3
(- F&)Elga(OIX = 2] = | w ' au
X
= 2(d1+ ) (x_z(d+1) - 1), 0<x <1,
and finally

n(x)g; (x) - ga(x) = —#(x_(d”) - 1) <0 for 0<x<1.

Conversely, if n is given as above, then

o) M) (@

- = , O 1,
@ (x) - ga(x)  x@+) _q s
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and hence
s(x) = —1In (x_(d+1) —1), 0<x<l1.
Now, in view of Theorem 2.1.1, X has density (6.2).

Corollary 2.1.11. Let X :Q — (0,1) be a continuous random
variable and let q;(x) be as in Proposition 2.1.6. The pdf of X is (6.2) if
and only if there exist functions qo and n defined in Theorem 2.1.1
satisfying the differential equation

N®)aq®)  _ (d+1x9?
n(x)qr(x) — ga(x)  ,-(@+1) 4

, O0<x<1.

Corollary 2.1.12. The general solution of the differential equation in
Corollary 2.1.11 is

) = b0 ][ [ (@ 02y galelae + D)

where D is a constant.
Proof. It is similar to that of Corollary 2.1.2.

Note that a set of functions satisfying the differential equation in

Corollary 2.1.11, is given in Proposition 2.1.6 with D = % However, it

should also be noted that there are other triplets (q;, g9, n) satisfying

the conditions of Theorem 2.1.1.
Proposition 2.1.7. Let X :Q — (0,1) be a continuous random
b
variable and let qi(x)=[P(x)]" and go(x)= ql(x)xfa(lfx ) for

0 < x < 1. The random variable X has pdf (7.2) if and only if the function
n defined in Theorem 2.1.1 has the form

n(x) = %(1 + x_a(l_xb)), 0<x<l1.
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Proof. Let X be a random variable with pdf (7.2), then

(1 - F(x))E[q;(X)|X > x] = J' : w1000 1) du

b
= L(l _ el )), 0<x <1,
ab

and

(1- F(x))E[g2(X)|X = x] = J-: ub-1y,-2a(1-u") In(u)du

_ L _ —2a(1—xb))
_Zab(l X , O0<x«<1,

and finally
b
N(x)g1 (x) — ga(x) = —qlT(x)(l _ ol )) >0 for 0 <x <1.
Conversely, if n is given as above, then

b
s'(x) = n'(x)q; (x) _ abx b Ty1—x )ln(x)

= = , 0 1,
n(x)gs (x) - gz (x) 1 y-ali-xb) Fs

- X

and hence
b
s(x) = -1In (1 _ ymall-e )j, 0<x<1

Now, in view of Theorem 2.1.1, X has density (7.2).

Corollary 2.1.13. Let X :Q — (0,1) be a continuous random
variable and let q;(x) be as in Proposition 2.1.7. The pdf of X is (7.2) if
and only if there exist functions g9 and n defined in Theorem 2.1.1

satisfying the differential equation

() (x) abx 1x40=") ()

= , O 1.
a0 e ) <
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Corollary 2.1.14. The general solution of the differential equation in
Corollary 2.1.13 is

) = (1= 2707 >j_1[— [Jabx? 270 1n() gy () gy ) + D,

where D is a constant.
Proof. It is similar to that of Corollary 2.1.2.

Note that a set of functions satisfying the differential equation in

Corollary 2.1.13, is given in Proposition 2.1.7 with D = % However, it

should also be noted that there are other triplets (q;, g9, n) satisfying

the conditions of Theorem 2.1.1.
Proposition 2.1.8. Let X :Q — (0,1) be a continuous random

variable and let q(x) = [P(x)]} and qy(x) = q(x)[- In(x) for
0 < x < 1. The random variable X has pdf (8.2) if and only if the function
1 defined in Theorem 2.1.1 has the form

[ In()’, 0<x<1.

N

n(x) =

Proof. Let X be a random variable with pdf (8.2), then

(1 - F(x)E[q: (X)X

[\

x] = I: u [~ In(w)’ ' du

= %[— In(x)’, 0<x<1,
and
b 2b-1
(1 - F(x))Elg(X)X > x] = j - In(w)2 L du
= L[— In(x)?®, 0<x<1
2b ’ ’
and finally

N(x)qy (x) — go(x) = —qlT(x)[— In(x)]” <0 for 0 < x < 1.
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Conversely, if n is given as above, then

0<x<1,

) @@ b
1 () - 9) - (@]

and hence
s(x) = —ln([— ln(x)]b), 0<x<1.
Now, in view of Theorem 2.1.1, X has density (8.2).
Corollary 2.1.15. Let X :Q — (0,1) be a continuous random
variable and let q;(x) be as in Proposition 2.1.8. The pdf of X is (8.2) if

and only if there exist functions g9 and m defined in Theorem 2.1.1

satisfying the differential equation:

n'()g; (x) b

n(x)ql(x) - q2(x) = x[_ ln(x)] , O0<x<1.

Corollary 2.1.16. The general solution of the differential equation in
Corollary 2.1.15 is

) = [ 0] [ [ e ) a3 ) a0 + D],

where D is a constant.
Proof. It is similar to that of Corollary 2.1.2.

Note that a set of functions satisfying the differential equation in
Corollary 2.1.15, is given in Proposition 2.1.8 with D = 0. However, it
should also be noted that there are other triplets (q;, g9, n) satisfying

the conditions of Theorem 2.1.1.
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2.2. Characterization in terms of hazard function

The hazard function, hp, of a twice differentiable distribution

function, F, satisfies the following first order differential equation:

f'(x) _ hp(x)

flx)  hp(x)

It should be mentioned that for many wunivariate continuous
distributions, the above equation is the only differential equation
available in terms of the hazard function. In this subsection, we present
non-trivial characterizations of some of the new distributions in terms of

the hazard function, which are not of the above trivial form.

Proposition 2.2.1. Let X :Q — (0,1) be a continuous random

variable. The random variable X has pdf (8.2) if and only if its hazard

function hp(x) satisfies the following differential equation:

xa+1

Rp(x)+x "hp(x) = 27! %{[— ln(x)]blL—

- X

[- In(x)] - 51n(1 - x)xa} },

0<x <1
Proof. It is straightforward and hence omitted.

2.3. Characterization in terms of the reverse (or reversed) hazard

function

The reverse hazard function, ry, of a twice differentiable distribution

function, F, is defined as

f(x)

rp(x) = Flx)’ x € support of F.

In this subsection, we present characterizations of some of the new
distributions in terms of the reverse hazard function.
Proposition 2.83.1. Let X :Q — (0,1) be a continuous random

variable. The random variable X has pdf (1.2) if and only if its reverse

hazard function rg(x) satisfies the following differential equation:
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rp()+ (@ + D rp(x) = 272 In@)P (b + 1) (e In(x) - b)),
0<x <l
with boundary condition lim,_,; rp(x) = 0.

Proposition 2.3.2. Let X :Q — (0,1) be a continuous random

variable. The random variable X has pdf (2.2) if and only if its reverse

hazard function rg(x) satisfies the following differential equation:

rp(@) + 2 rp(x) = 27120 + ) + (b + 40)Inx) + en(@)?], 0 <x <1,
with boundary condition lim,_,; rp(x) = a +b.

Proposition 2.3.3. Let X :Q — (0,1) be a continuous random

variable. The random variable X has pdf (3.2) if and only if its reverse

hazard function rg(x) satisfies the following differential equation:

() + (b= 1) = x) rp(x) = (1— x %{I{ig‘cg} 0<x<1,

with boundary condition lim,_,; rp(x) = 0.

Proposition 2.3.4. Let X :Q — (0,1) be a continuous random

variable. The random variable X has pdf (7.2) if and only if its reverse

hazard function rg(x) satisfies the following differential equation:

7 () = (b = 1) (o) = 71 L

e PR [

x” In(x

with boundary condition lim,_,q rp(x) = 0.
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3. Conclusion

The problem of characterizing a distribution is an important problem
in many different applied fields and has attracted the attention of a good
number of researchers. Consequently, various characterization results
have been reported in the literature. These characterizations have been
established in many different directions. The present work deals with the
characterizations of certain univariate continuous distribution based on a
simple relationship between two truncated moments; in terms of the
hazard and reverse hazard functions. We hope that the results of this
work will be helpful to the researchers in the applied fields who are
interested to know if their chosen underlying distributions are suitable
for their data sets.
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