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Abstract 

Suppose that R  is a commutative ring which has an identity. It has been shown 

that if B is an R-algebra such that a finite group G acts as R-linear automorphisms 

on .B [Here, ( )BMG  is the subring of ( )G
R BEnd  consisting of row and 

column finite matrices ( ) Ghga hg ∈,,  indexed by elements of G  with entries 

in ],.B  defining a map ( )BMGB Ga →∗Φ :  by ( ) ,,
1

tgt
Gt

Eagtga ⋅⋅−

∈∑֌  

then, Φ  is invariant. In this paper, we show further that Φ  is convex. 
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1. Introduction 

It seems that the notion of convex function (according to Jensen) is 

just as fundamental as positive function or increasing function. The 

notion ought to find its place in elementary expositions of the theory of 

real functions. The word convex can refer to both functions and sets, and 

it has two distinct meanings. They are similar, however, in that convex 

functions and convex sets are extremely desirable. If the feasible region is 

a convex set, and if the objective function is a convex function, then it is 

much easier to find the optimal solution. Geometrically, a convex function 

lies below its secant lines. Recall that a secant line is the line segment 

joining two points on the function. No matter what two points we pick, 

the function always lies below its secant line. On the other hand, not 

every secant line lies above the function; some lie below it, and some lie 

both above and below it. Even though we can draw some secant lines 

which are above the function, this isn’t enough. Every possible secant 

must lie below the function. 

Convexity is a simple and natural notion which can be traced back to 

Archimedes (circa 250 B.C.), in connection with his famous estimates 

(using inscribed and circumscribed regular polygons). He noticed the 

important fact that the perimeter of a convex figure is smaller than the 

perimeter of any other convex figure, surrounding it. As a matter of facts, 

we experience convexity all the time and in many ways. The most prosaic 

example is our standing up position, which is secured as long as the 

vertical projection of our center of gravity lies inside the convex envelope 

of our feet! Also, convexity has a great impact on our everyday life 

through its numerous applications in industry, business, medicine, art, 

etc. So are the problems on optimum allocation of resources and 

equilibrium of non-cooperative games. The theory of convex functions is 

part of the general subject of convexity since a convex function is one 

whose epigraph is a convex set. Nonetheless it is a theory important per 

se, which touches almost all branches of mathematics. Probably, the first 
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topic that necessitates the encounter with this theory is the graphical 

analysis. With this occasion, the second derivative test of convexity is 

learnt, which is a powerful tool in recognizing convexity. Then comes the 

problem of finding the extremal values of functions of several variables 

and the use of Hessian as a higher dimensional generalization of the 

second derivative. Passing to optimization problems in infinite 

dimensional spaces is the next step, but despite the technical 

sophistication in handling such problems, the basic ideas are pretty 

similar with those underlying the one variable case. The recognition of 

the subject of convex functions as one that deserves to be studied in its 

own is generally ascribed to Jensen [5, 6]. 

However he was not the first dealing with such functions. Among his 

predecessors we should recall here Hermite [7], Holder [1] and Stolz [9]. 

During the whole 20th Century an intense research activity was done and 

significant results were obtained in geometric functional analysis, 

mathematical economics, convex analysis, nonlinear optimization etc. A 

great role in the popularization of the subject of convex functions was 

played by the famous book of Hardy et al. [10], on inequalities. Roughly 

speaking, there are two basic properties of convex functions that made 

them so widely used in theoretical and applied mathematics: The 

maximum is attained at a boundary point. Any local minimum is a global 

one. Moreover, a strictly convex function admits at most one minimum. 

The modern viewpoint on convex functions entails a powerful and elegant 

interaction between analysis and geometry. In a memorable paper 

dedicated to the Brunn-Minkowski inequality, Gardner [11, 12], described 

this reality in beautiful phrases: [convexity] appears like an octopus, 

tentacles reaching far and wide, its shape and color changing as it roams 

one area to the next. By this, it is quite clear that research opportunities 

abound. 
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At the core of the notion of convexity is the comparison of means. By a 

mean (on an interval I) we understand any function IIIM →×:  

which verifies the property of intermediacy, 

Convex sets: A set S  is said to be convex if the line segment 

between any two points in S  lies in ,S  i.e., if for any Sxx ∈21 ,  and any 

α  with ,10 ≤α≤  we have ( ) .1 21 Sxx ∈α−+α  

Roughly speaking, a set is convex if every point in the set can be seen 

by every other point, along an unobstructed straight path between them, 

where unobstructed means lying in the set. Every affine set is also 

convex, since it contains the entire line between any two distinct points in 

it, and therefore also the line segment between the points. A point of the 

form: ,11 kkxx α++α ⋯  where 11 =α++α k⋯  and ,,,1,0 k⋯=≥α ii  

can be called a convex combination of the points .,,1 kxx ⋯  As with 

affine sets, it can be shown that a set is convex if and only if it contains 

every convex combination of its points. A convex combination of points 

can be thought of as a mixture or weighted average of the points, with iα  

the fraction of ix  in the mixture. The convex hull of a set ,S  denoted 

,convS  is the set of all convex combinations of points in 

{ }.1,,,1,0,: 111 =α++α=≥α∈α++α= kkk k ⋯⋯⋯ iSxxxconvSS ii  

As the name suggests, the convex hull convS  is always convex. It is the 

smallest convex set that contains .S  If B  is any convex set that contains 

,S  then .BconvS ⊆  The idea of a convex combination can be generalized 

to include infinite sums, integrals, and, in the most general form, 

probability distributions. Suppose that ⋯,, 21 αα  satisfy ,0≥αi  

,,2,1 ⋯=i  

,1

1

=α∑
∞

=

i

i
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and ,,, 21 Sxx ∈⋯  where nRS ⊆  is convex. Then, 

,

1

Sxii

i

∈α∑
∞

=

 

if the series converges. More generally, suppose RRp n →:  satisfies 

( ) 0≥xp  for all Sx ∈  and ( ) ,1=∫ dxxp
S

 where nRS ⊆  is convex.  

Then ( ) ,Sxdxxp
S

∈∫  if the integral exists. In the most general form, 

suppose nRS ⊆  is convex and x is a random vector with Sx ∈  with 

probability one. Then .SEx ∈  Indeed, this form includes all the others as 

special cases. For example, suppose the random variable x only takes on 

the two values 1x  and ,2x  with ( ) α== 1xxprob  and 

( ) ,12 α== xxprob  where .10 ≤α≤  Then ( ) ,1 21 xxEx α−+α=  and we 

are back to a simple convex combination of two points (see [2, 3, 4]). 

2. Theory of Convex Functions 

Definition. A function RRf n →:  is convex if its domain is a 

convex set and for all yx;  in its domain, and all [ ],1;0∈λ  we have 

( )( ) ( ) ( ) ( ).11 yfxfyxf λ−+λ≤λ−+λ   

This means that if we take any two points ,, yx  then f evaluated at 

any convex combination of these two points should not be larger than the 

same convex combination of ( )xf  and ( ).yf  Geometrically, the line 

segment connecting ( )( )xfx;  to ( )( )yfy;  must sit above the graph of .f  If 

f is continuous, then to ensure convexity it is enough to check the 

definition with 
2

1
=λ  (or any other fixed ( )).1,0∈λ  Also, we say that f 

is concave if f−  is convex. 
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3. Characterization of Strict Convexity 

Recall that a function RRf n →:  is strictly convex if ;;; yxyx =/∀  

( ) ( ( ) ( ) ( ) ( ).11,1;0 yfxfyxf λ−+λ<λ−+λ∈λ∀  If f  is strictly convex, 

then f  is convex (this is obvious from the definition) but the converse is 

not true (e.g., ( ) ).; Rxxxf ∈=  

Proposition A. Let R  be a commutative ring with identity and B an 

R-algebra. Suppose that a finite group G acts as R-linear authomorphisms 

on B, where ( )BMG  is the subring of ( )G
BEnd  consisting of row and 

column finite matrices ( ) Ghga hg ∈,,  indexed by elements of G with 

entries in .B  Define a map ( )BMGB Ga →∗Φ :  by 

( ) .. ,
1

tgt

Gt

Eagtga ⋅−

∈
∑֌   ( )∗  

Then, Φ  is invariant. 

To prove this proposition, we need the following short lemma. 

Lemma. Let ba,  be two elements of a group .G  Then, 

(i) ( ) ,111 −−−
= ghgh  

(ii) ( ) .
11 gg =

−−  

Proof. (i) Consider ( ) ( )hgghghgh 1111 −−−− =  (by associativity) 

( ) ,11 ehhehh === −−  where e is the identity element. So, 11 −− gh  is the 

inverse of .gh  (ii) follows from (i). 

Proof of Proposition A. For some .1 GBgaGBga aa ∗∈⇒∗∈ −  

Now, let .1 da =−  It has been proved that Φ  is an algebra 

homomorphism (see Lomp [8]). Therefore, from (i) above, 
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 ( )( )[ ] ( ) ( )( )hdgdgahdga ΦΦ=Φ  

( ) ( )













⋅⋅














⋅⋅= −−

∈

−−

∈
∑∑ pgp

Gp

g

G

EdhpEag ,
11

,
11

νν

ν

ν  

( ( ) ( )) phpg

Gp

EEdhpag ,,,
1111

,

ννν

ν

ν ⋅⋅⋅⋅= −−−−

∈
∑  

(( ) ( ))( ( )) hpghp

Gph

Edhpaghp ,,
1111

,

ν
⋅⋅⋅⋅= −−−−

∈
∑  

( (( ) ( ( ))) php

Gp

Edgaghp ,
11 ⋅⋅⋅=

−−

∈
∑  

( ((( ) ( ) .,
11

php

Gp

Egadghp ⋅⋅=
−−

∈
∑   ( )γ  

But 1−= ad  

( ) ( ((( ) ( ) ) php

Gp

Egaaghp ,
111 ⋅⋅=γ −−−

∈
∑  

( ((( ) ) php

Gp

Egghp ,
11 ⋅=

−−

∈
∑  

( ( ) php

Gp

Egghp ,
111 −−−

∈
∑=  

( ( ) ,,
11

php

Gp

Eehp ⋅= −−

∈
∑  where e is the identity  

( ) ( ).hhe Φ=Φ=   

Putting ( ) ( ).hhadhg Φ=Φ⇒=   � 
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4. Groups and Group Actions 

Definition. A subgroup of a group G  is a subset of G  such that it 

itself is a group under the operation in .G  

Definition. A group G  acts on a set S  when there is a map 

SSG →× :  such that the conditions of associativity and identity hold for 

all .Ss ∈  For more and details on groups, subgroups, their characteristic 

properties, our readers are implored to see [13-20]. 

5. Existence of Convexity 

Definition [Convex function]. A function RDf →:  defined in a 

nonempty subset D  of nR  and taking real values is known to be convex 

if the following conditions are satisfied: 

∗  the domain D  of the function is convex; 

∗  for any Dyx ∈,  and [ ],1,0∈λ  we have, 

( ( ) ( ) ( ) ( ).11 yfxfyxf λ−+λ≤λ−+λ  

Proposition B. From Proposition A above, Φ  is convex. 

Proof. Let [ ].1,0∈α  Then, we have 

( ( )( ) ( ( ) )[ ]gbagbga α−+αΦ=α−+αΦ 11  

( ) ( ( )([ ]gbagba α−+αΦ=α+αΦ= 1  

( ( ( ) ) pgp

Gp

Ebagp ,
11 1 α−+α⋅⋅= −−

∈
∑  

( ( ) ,,
111

pgp

Gp

Ebgagp β⋅+α⋅⋅= −−−

∈
∑  

where [ ]1,01 ∈α−=β  
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[ ( ] pgp

Gp

Ebgpagp ,
1111 β⋅+α⋅⋅= −−−−

∈
∑  

[ ( ) [ ( ) pgp

Gp

pgp

Gp

EbgpEagp ,
11

,
11 β⋅⋅+α⋅⋅= −−

∈

−−

∈
∑∑  

( ) ( ] pgp

Gp

pgp

Gp

EbgpEagp ,
11

,
11 −−

∈

−−

∈

⋅β+⋅⋅α= ∑∑  

( )( )gbga Φβ+Φα=  (since Φ  is an algebra homomorphism),  

where [ ].1,0,1 ∈αα−=β   

Φ∴  is convex as required.  � 

6. Conclusion 

So far in this research, we have been able to prove the existence of 

convexity in group action. As such, this is part of the side products 

whenever any particular group of a given characteristic features or 

characterizations acts on any given entities. 
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