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Abstract 

Cauchy integral formula for functions of single complex matrix is introduced. 
With this in hand, some specific examples on certain matrix functions are 
discussed. 

1. Introduction 

Throughout the history of pure and applied mathematics, matrix 
functions have been used as powerful instruments in the solution of wide 
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variety of important problems (see, e.g., [1, 2, 3, 4, 5, 6, 7, 16, 17]). In      
[8, 9] studied some properties for analytic functions of square complex 
matrices and discussed matrix real integrations, complex integration of 
matrix functions and Cauchy’s integral formula for type functions of 
single complex matrix. In this paper, we derive a new Cauchy integral 
formula for functions of single complex matrix. Using this formula, 
applied examples on some complex matrix functions are given. 

Let us turn now to some notations and definitions that will help us 

navigate through this paper. Let NN×C  denote the complex space of 

complex matrices of common order N and ( )NN×CM  is the set of 

holomorphic matrix functions. The matrices I and 0 stand for the identity 

matrix and the null matrix in ,NN×C  respectively. A matrix X is a 

positive stable matrix in NN×C  if ( ) 0Re >λ  for all ( ),Xσ∈λ  where 

( )Xσ  is the set of all eigenvalues of X. 

If ( )zf  and ( )zg  are holomorphic functions of the complex variable z 

which are defined in an open set C⊂Ω  and X is a matrix in NN×C  such 
that ( ) ,Ω⊂σ X  then (see [1, 2, 3]) 

( ) ( ) ( ) ( ).XfXgXgXf =  

Hence, if Y in NN×C  is a matrix for which ( ) Ω⊂σ Y  and if ,YXXY =  

then 

( ) ( ) ( ) ( ).XfYgYgXf =  

Definition 1.1. Let ( )Xf  be a complex matrix function, then its derivative 

is defined by (see [8, 9, 10, 11]) 

( ) ( ) ( ) ( ) ,lim
0 h

XfIhXfXfXd
d

h
−+

=
→

 (1.1) 

where X is a square matrix over the complex field and h is a scalar 
complex variable. 
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According to [1, pp. 569], the integration of matrix functions. Suppose 
( )tAf  is defined for all [ ]bat ,∈  and that we wish to compute 

( ) ,dttAfF
b

a∫=  

where A is a matrix and the integration is on an element-by-element 
basis. 

According to Dunford-Schwartz in [1, pp. 556] and [2, pp. 8], the 
matrix function via Cauchy’s integral formula defined by for a matrix 

,NNA ×∈ C  then 

( ) ( ) ( ) ,2
1 1dzAzIzfiAf −−

Γπ
=   

where f is holomorphic function on and inside the closed contour Γ  that 
encloses ( ).Aσ  

The following result is useful for the coming work: 

Theorem 1.1 ([10, 12]). Let ( )Xf  be a matrix function analytic in ,Ω  

where [ ( )],zxX ij=  then 

( ) ( ) .
0

n
n

n
azAXf −= ∑

∞

=

 

2. Main Results 

Theorem 2.1. Let ( ) n
nn XaXf ∑∞

=
= 0  be in ( ) [ ( )],; zxX ij

NN =×CM  

( ) C∈zzxij ;  are analytic functions for all XNji ,,,3,2,1, …=  and 

dz
dX  are commutative and [ ( )]zxij  is non-singular. Then for any point 

az =  inside ,Γ  we have 

( ) ( )
( ) .2

1 dXAX
Xf

iAf
−π

=
Γ
  (2.1) 
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In general 

( )( ) ( )
( )

,,2,1,0;2
!

1 …=
−π

=
+Γ

ndX
AX
Xf

i
nAf n

n   (2.2) 

where [ ( )]axA ij=  and ( )AX −  are non-singular matrices for all az ≠  

inside and on the closed contour Γ  and 

( ) ( ) .. dz
dX

dX
Xdf

dz
Xdf =  

Proof. Since ( )zxij  are analytic functions for all z inside and on ,Γ  

,,,3,2,1, Nji …=∀  then from Theorem 1.1, we can write 

( )
( )( )

( ) .,,3,2,1,,!
0

Njiazn
ax

zx n
n

ij

n
ij …=∀−= ∑

∞

=

 

( )( )
( )














−=− ∑

∞

=

n
n

ij

n
azn

ax
AX !

1
 

( ) [ ( )] [
( )( )

( ) ] .!
1

2 











−+′−= −
∞

=
∑ n

n
ij

n
ij azn

ax
axaz  

Then 

( )
( ) ( ) [ ( )] [ ( )] ,2

1 1−′′=
−π Γ

axaxAfdXAX
Xf

i ijij  

from which 

( )
( ) ( ).2

1 AfdXAX
Xf

i =
−π Γ

  (2.3) 

As for ,2=n  we have 

( )
( )

dX
AX

Xf
i 22

1
−π Γ

  

( ) [ ( )] ( ) [ ( )]{ }[ ( )] 22 −′′′+′′= axaxAfaxAf ijijij  

( ) [ ( )] [ ( )] [ ( )] ( ).3 AfaxaxaxAf ijijij ′=′′′′− −  
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Thus, 

( )
( )

( ).2
1

2 AfdX
AX

Xf
i

′=
−π Γ

  (2.4) 

Mathematical induction technique leads for any positive integer n, we 
can prove that 

( )( ) ( )
( )

.,2,1,0;2
!

1 …=
−π

=
+Γ

ndX
AX
Xf

i
nAf n

n   (2.5) 

 

Remark 2.1. Differentiating both sides in (2.1) n times ( )1≥n  with 

respect to a, we get the results. 

( ) ( ) [ ( )] ( ) ( ) dzdz
dXAXaXfiaxAfda

dAAf ij .2
1 1−−

∂
∂

π
=′′=′

Γ
  

( ) ( ) [ ( )] [ ( )] .2
1 2 dzzxaxAXXfi ijij ′′−
π

= −
Γ
  

Hence, 

( ) ( )
( )

.2
1

2 dX
AX

Xf
iAf

−π
=′

Γ
  

Now, suppose that 

( )( ) ( )
( )

.2
!

1 dX
AX
Xf

i
nAf n

n
+−π

=
Γ
  (2.6) 

Differentiating both sides of relation (2.6) with respect to a, leads to 

( )( ) [ ( )] ( ) ( ) [ ( )]
( )

,,2,1,0;2
!1

2
1 …=

−

′

π
+

=′
+

+
Γ

ndX
AX

axXf
i

naxAf n
ij

ij
n   

i.e., 

( )( ) ( ) ( )
( )

.,2,1,0;2
!1

2
1 …=

−π
+

=
+

+
Γ

ndX
AX
Xf

i
nAf n

n   
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Thus according to mathematical induction, we obtain 

( )( ) ( )
( )

.,2,1,0;2
!

1 …=
−π

=
+Γ

ndX
AX
Xf

i
nAf n

n   

2.1. Examples 

This subsection presents some application examples to show the 
usability of our approach. 

Example 2.1. Evaluate the following matrix functions integrals:  

(1) 

,,3,2,1,0;1 …=
+Γ

ndX
X
e
n

X
  

where Γ  is 1=z  and 

.

1sin3sinh51cosh

sin311coshsinh5

sinh51cosh1sin3

1coshsinh5sin31



























−−

−−

−−

−−

=

z

z

z

z

ezzz

zezz

zzez

zzze

X  

(2) 

( )
( )

,,3,2,1; …=
−Γ

n
AX

Xd
n  

where Γ  is 1=z  and 

[ ( )] .
21

12
0,

2

2













==














=

−

−

ij
zz

zz

xA
ee

ee
X  
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Solution: Applying relation (2.2), we obtain 

( ) .,2,1,0;!
21 11

…=π=
+=

nIn
idX

X
e
n

x

z
  

( )
( ) 





=

=π
=

−= .,3,2;0

,1;2
2

1 …n

niI

AX
dX

nz
  

Also, applying Cauchy integral formula (2.2), we get the following 
results concerning Legendre matrix polynomials, Hermite matrix 
polynomials, and Laguerre matrix polynomials, respectively, as follows 
(cf. [13, 14, 15]): 

( ) ( )
( )

,,2,1,0;
2

1
1

2

1 …=
−

−

π
=

++ Γ
ndX

AX
IX

i
AP n

n

nn   (2.7) 

( ) ( )
( )

,,2,1,0;2
!1

1

22

…=
−π

−=
+

−

Γ
ndX

AX
e

i
enAH n

XAn
n   (2.8) 

( )
( )

.,2,1,0;2 1 …=
−π

=
+

−

Γ
ndX

AX
eX

i
eAL n

XnA
n   (2.9) 

It is clear that the above examples give a direct generalization to the 
standard complex case of Cauchy integral formula for matrix functions. 
Therefore our result in this section can be exploited to establish further 
consequences regarding other several problems in this area. 
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