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Abstract

The paper presents some result on the existence and behaviour of parameter
classes of solutions for system of quasilinear differential equations. Behaviour of
integral curves in neighbourhoods of solution of corresponding linear system is
considered. The obtained results contain the answer to the question on
approximation of solutions, whose existence is established. The errors of the
approximation are defined by the functions that can be sufficiently small.

The theory of qualitative analysis of differential equations and topological
retraction method are used.
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1. Introduction

In [5] are presented some results on existence and approximation of
solutions for system of quasilinear differential equations in
neighbourhoods of an arbitrary curve. Now, we consider behaviour of
solutions of the system of quasilinear differential equations in

neighbourhoods of integral curve of corresponding linear system.
Let us consider the systems of differential equations:
x = Alx, t)x + Fl(x, t), (1.1)
x = C@t)x + G(2), (1.2)
where

A(x, t) = C(t) + D(x, t)

, (1.3)
F(x,t) = G(t)+ H(x, t)

x(t) = (2 (t), .o, x, @), n=2tel= (a, ©), a e R; D =« R" is open

set, Q= DxI, A(x, t) = (a;(x, t)) is the matrix-function with

nxn
elements a;; € C(Q, R) (i, j =1, ..., n), F(x, t) = (fi(x, 1), ..., fr(x, £))"
is the vector-function with elements f; € C(Q, R). The matrix-functions
C(t) = (cij(t))puns Gt) = (8(t))y1> Dlx, t) = (djj(x, 1))y, and H(x, t) =
(hyj(x, t)),,, are given by (1.3). Moreover, A(x,t) and F(x,t) satisfy
sufficient conditions for existence and uniqueness of solution of any
system (1.1) in Q.
Let

F={x,t)eQ:x=9(), tel}

where ¢(t) = (¢1(2), ..., 9,(t)), 9;(t) € C*(I, R), is an integral curve of
(1.2)
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In this paper, the behaviour of the solutions of system (1.1) in
neighbourhood of curve I' is considered. The qualitative analysis theory
of differential equations and the topological retraction method of
Wazewski [10], are used.

2. Notation and Preliminaries

We shall consider the behaviour of integral curves (x(¢), t), ¢ € I, of

system (1.1) with respect to the set

o={x1)eQ:|x;-9;)<r), i=1..,n}

where 7; € Cl(I, R*),i =1, ..., n. The boundary surfaces of the set ®

with respect to the set Q
W= 0) e CloNQ: Bi(x, 1) = (-1 (x; — 0:(6) ~ 1(t) = 0,
where i =1, ..., n; k =1, 2. In direct x;-axis, we have Wik, k=1,2.

Let us denote the tangent vector field to an integral curve

(x(2), t), t € I, of (1.1) by T. The vectors VBik" are the external normal on
surfaces Wik . We have

n n n

T = Zaljxj + fl, cee Zauxj + fi, ceey Zan]x] + fn’ 1],
=1 =1 =1
9 k 1 ’ ’
vB} = (Sli’ s By (F 1) _’"i)’
where 3§ ;; 1s the Kronecker delta symbol.
By means of the scalar products

PF(x,t)=(VBF,T) on Wf, k=12 i=1..n,

we shall establish the behaviour of integral curve of (1.1) with respect to
the set o.
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Let us denote by SP(I), p € {0, 1, ..., n}, a class of solutions of the
system (1.1), defined on I, which depends on p parameters. We shall
simply say that the class of solutions S”(I) belongs to the set w, if
graphs of function in S?(I) are contained in . In that case, we shall
write SP(I) = o. For p = 0, we have the notation S°(I), which means
that exist at least one solution (x(¢), ¢) on I of the system (1.1), whose

graph belongs to the set .

The results of this paper are based on the following lemma (see [4], [7]).

In the following, (n, -, n,) denote a permutation of the indices
(1, e Il).

Lemma 2.1. If, for the system (1.1), the scalar product

Pl(x,t)=(VBF,T)<0 on WF, k=12 i=n, ..., ny 24

and

Pr(x,t)=(VBF,T)>0 on Wf, k=12 i=n,;,..,n,(@25)
where p €{0,1, ..., n}, then the system (1.1) has a class of solutions
SP(I) belonging to the set c forall tel, i.e., SP(I)co,pe{0,1,...,n}.

Notice that, according to this lemma, the case p = 0 means that the

system (1.1) has at least one solution belonging to the set  for all ¢ € I.

Np
The conditions (2.4) and (2.5) imply that the set U = U (Wi U WLQ)

1=m
ny
has no point of exitand V = U (Wt U Wiz ) is the set of points of strict
1=Np+1
exit from set o with respect to the set Q, for integral curves of system

(1.1), which according to the retraction method [10], makes the statement
of lemma valid (see [6], [7], [9]). In the case p = n, this lemma gives the

statement of Lemma 1, and for p = 0, the statement of Lemma 2 in [8].
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3. The Main Results

Theorem 3.1. Let T' be an integral curve of the system (1.2) and
r e CY(I, R"). If

n
Z aij(x, t)xj + dii(x, t)(pi(t)+ hi(x, t) < —aii(x, t)ri(t)+ r{(t) (3.6)
j=1(j#1)
on Wik, k=1,21=n..,n,; and
n
Z aij(x, t)x] + dii(x, t)(pi(t) + hi(x, t) < aii(x, t)?‘i(t) - Tf(t) 3.7
J=1(j#i)
on Wik, k=121=np.,..., Ny, then the system (1.1) has a p-parameter

class of solutions SP(I), which belongs the set o for all t e I, ie.,

SP(I) c .

Proof. For the scalar product Pik(x, t) = (VBik, T) on Wik, k=12,

i=1,..., n, we have

n

7 k’ ! !

PF(x, t) = ayry + (-1) { Z a;xj + (cii +di;)@; + 8 + hy — (Pi] -7
J=1(j=1)

n

k :
= a;r; +(=1) [ Z ajjxj + d;j@; + hi] -1y

J=1(j=i)

Now, according to (3.6) and (3.7), the following estimates wvalid,
respectively,

n

Z ajjxj + d;jo; + b
Jj=1(j#i)

Pik(x, t) < Q;;1; + - ri' <0

on Wik, k=1,21=ng..,n,; and
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n
k
})i (x, t) > a;n; — z aijxj + diiq)i + hi - T‘i’ >0
Jj=1(j=1)
k _ .
on W', k=121= Npils s Ny

Hence, in direct p axis, we have P¥(x, t) <0 on W', and in direct
rest n— p axis, we have Pik(x, t)>0 on Wik, k =1, 2. According to
Lemma 2.1, the above estimates for P(x,t) on W}, confirms the
statements of the theorem. O

Corollary 3.1. Let r; € C*(I, R*) and C be a diagonal matrix (i.e.,
cij =0 fori=j). If

|dyi (xc, )0 (¢) + i (x, 8)] < = ay(x, O)1;(¢) + 7 (2)
on Wik, k=121=n,..,np; and

|dji (x, £)0;(t) + hi(x, )] < a;(x, )ry(t) - 7{(2)
on Wik, k=121=np., .., np, then the system (1.1) has a
p-parameter class of solutions SP(I), which belongs the set o for all
tel, ie, SP(I) c .

Theorem 3.2. Let T be an integral curve of the system (1.2). If

n
Z ¢ () (x; — ;) + fi(x, t)| < =i (&)r;(¢) + 7 (2) (3.8)
j=1(j#i)
on Wik, k=121=ng, .., np; and
n
Z cij(t)(x; —0j(t)) + fi(x, t)| < c;;(O)r;(t) — () (3.9)
j=1(j=i)
on Wik, k=121=np.,.., Ny, then the system (1.1) has a p-parameter

class of solutions SP(I) c o.



APPLICATIONS OF THE RETRACTION METHOD ... 7

Proof. Here we have

n

Pi(x, 1) = (- 1) [Zcijxj +8 +fi - cp%] - rf

=

n n
k ! !
=(-1) Zcij(xj_(l)j)"'fi +Zcij@j+gi—@i]—ri

Jj=1 j=1

S

= (-1 Zcij(xj _(Pj)+fi]_r£

=

(1) ey, _(Pi)+(_1)k[ Z cij(x; —<Pj)+fi]—r£

G 40)
= i + (- 1) [ Z cijlaj — ;) + fi} -
J=1(j#i)

In view of (3.8) and (3.9), the following estimates valid, respectively,

n
k '
Pi(x,t)Sciiri+ Z cij(xj—q)j)+fi—ri<0
j=1(j#i)
on Wik, k=1,21=n,..,n,; and
n
k '
P (x, t) > c;ry — Z cij(xj —oj)+ fil—-ri >0
J=1(j#i)
on Wik, k=1,21= Npils -oes Ny

Hence, in direct p axis, we have Plk(x, t) <0 on Wik, and in direct
rest n — p axis, we have P¥(x, t) > 0 on W, k =1, 2. The estimates for

Pik(x, t) on Wik, according to Lemma 2.1, imply the statement of the

theorem. U
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Corollary 3.2. If C be a diagonal matrix (i.e.,c;; = 0 for i # j) and
|fi(x, t)] < =i @)r;(8) + 71 (2)
on Wik, k=121=n, .., np; and
|fi(x, 8)] < cii(@)r;(2) — ri(2)
on Wik, k=121= Npils oo Nps then the system (1.1) has a class of

solutions SP(I) c .

4. Applications
Let us consider the Lotka-Volterra model ([3])
X1 = X1 — X1Xg,
X9 = —Xg + X1Xg. (4.10)
Theorem 4.3. Let functions ry, r, € C*(I, R") satisfy the conditions

n(t) < 1+L(t) ry(t) <

ro(t)’

()

- , tel.
n(t)

The system (4.10) has a one-parameter class of solutions (x;(t), x3(t))

satisfying the condition
le1 (@) < (@), |xo@)| < (), tel

Proof. Here, we consider the behaviour of integral curves

(x1(2), x9(2), t), t € I, of system (4.10) with respect to the set
o = {(x, xg, ) € R : x| < 15(t), i=1,2},
where r; € C1(I, R"), i = 1, 2. The boundary surfaces of the set o

Wik = {(x, t) € Clo N R3 : Blk(x, t) = (- l)kxi - 1i(t) = O}’
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where i =1, 2; k =1, 2. In direct x;-axis, we have Wik, k=1 2. We

have
Py (xy, xg, t) = (61 = Dry(t) = 13(t) < (1 (6) — 1)) - 13(¢) < O,
Pl (xy, 29, 1) = (1 - x9)13(£) = 19(t) 2 (1 - rp(8))y (6) - 1{(2) > 0.

According to Lemma 2.1, these estimates for P¥(x;, x5, t) on W¥ imply

the statement of the theorem. O

For functions r;, we can take, for example,

n(t)=r(t)=oexp(-pt), a,peR",a+p<1, ¢>0.

Remark. We can note that the obtained results immediately possible
to determine the approximate solutions with the assessment errors. The

obtained results give the sufficient conditions for the existence of a class
of the SP(I) c o, where the set of o precisely defined and whose
“width” is given by the function of 2r(t), t € I, which takes a sufficiently
small value for every ¢ € I. In this case, each function &(t) whose graph
belongs to ® and for which &(¢y) = x(¢y) = x¢, (xg, tg) € ®, can serve as
an approximation of the unknown solutions x(¢) on I with error of

approximation exactly 2r(t).
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