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Abstract 

This paper focuses on the symmetries of the Gardner equation or the combined 
Korteweg-de Vries-modified Korteweg-de Vries (KdV-mKdV) equation. The 
differential form technique, which is called Harrison method for finding the 
point symmetry algebra will be explained for the Gardner equation. This will be 
treated in Section 2, obtaining three dimensional Lie point transformations for 
the equation. The results obtained from the Harrison approach have been tested 
and confirmed with the Lie method, in Section 3. Finally, a generalized form of 
solutions to the Gardner equation is exhibited in Section 4, using the symmetry 
group of the equation. 

1. Introduction 

Lie symmetries of differential equations is one of the important 
concepts in the theory of differential equations and physics. Among 
others methods, Lie method is a firm one for finding symmetries of 
differential equations. This method was first applied to determine point 
symmetries. In 1969-1970, Kent Harrison and Frank Estabrook devised a 
method to calculate symmetries of differential equations using 
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differential forms and Cartan’s formulation of differential equations [1]. 
They were simply trying to understand how the symmetries of Maxwell’s 
equations could be found from the differential form version of those 
equations. Once they realized that the key to symmetries was the use of 
the Lie derivative, Kent Harrison applied the method to several others 
equations such as the one dimensional heat equation, the short wave gas 
dynamic equation, and the nonlinear Poisson equation (see [2]) and [3]. 
Here we apply this method to the Gardner equation or the combined 
KdV-mKdV equation, given as follows: 

( ) ,032 2 =+σ−δ+ txxxx uuuuu   (1.1) 

where ( )txu ,  is a function of space x and time variable t; subscripts 

denoted partial derivatives; δ  and σ  are real constants, with δ  is no 
wanishing. The Gardner equation is widely used in various branches of 
physics, such as plasma physics, fluid physics, and quantum field theory. 
The equation plays a prominent role in ocean wave. This equation has 
been investigated thoroughly in the literature because it is used to model 
a variety of nonlinear phenomena [4, 6]. 

Note that in 2008, Mehdi Nadjafikhah and Seyed-Reza Hejazi applied 

the differential form approach to the standard KdV equation, with 2
1=δ  

and 0=σ  (see [5]). We refer to that paper. Thus, our tools in this 
method are differential forms and Lie derivatives. In the Section 3, a 
generalized form of solutions of the KdV-mKdV equation will be given. 

2. The Harrison Method Applied to the  
Gardner Equation 

The method proceeds as follow. We consider a set of partial 
differential equations, defined on a differential manifold M  of n 

independent variables ( ) n
nxxx R∈= ,,1 …  and m dependent variables 

( ) mmuuu R∈= ,,1 …  ( 2=n  and 1=m  in our special case). Let ,2R=X  

be the space representing the independent variables, and let ,R=U  
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representing the space of dependent variable. We define the partial 
derivatives of the dependent variable as new variables (prolongation) in 
sufficient number to write the equation as second order equation, thus 

prolonging the manifold M  to a manifold ( )2MN =  of the 2nd jet-space 
( )2UX ×  of the manifold .UX ×  The independent variables ( ) ;, Xtx ∈  

the dependent variable Uu ∈  and ( ) ( ,,,2
tx uuuu = ) ( ),,, 2Uuuu ttxtxx ∈  

thus ( ( ) ) ( ) Xuuuuuutxutx ttxtxxtx ∈= ,,,,,,,,, 2 ( ).2U×  The space 
( )2M  is the corresponding 2nd prolongation of the subspace 

.UX ×⊂M  Then we can construct a set of differential forms. We speak 
of the set of forms, representing the equations, as an ideal I. It is to be 
closed. Then for determining the invariance of the differential equations, 
we may construct the Lie derivative of the forms in the ideal I. Lie 
derivative of geometrical object, like tensors, are associated with 
symmetries of those objects. If the Lie derivative vanishes, then the 
vector V represents the direction of an infinitesimal symmetry 
transformation in the manifold. Here the Lie derivative will be denoted 
by L  and the forms are our tensors. It is now simple to treat the 
invariance of a set of differential equations. A set of equations is 
invariant if a transformation leaves the equations still satisfied, provided 
that the original equations are satisfied. In the formalism, we have 
introduced, this is easily stated: the Lie derivative of forms in the ideal 
must lie in the ideal: .IIV ⊂L  Then if the basis forms in the ideal are 

annulled, the transformed equations are also annulled. And this should 
therefore represent symmetries. In practice, this means simply that the 
Lie derivative of each of the (basis) forms in I is a linear combination of 
the forms in I. For further details on the method, see [1, 2, 3, 5]. 

In the sequel, we utilize this method to find the Lie point symmetries 
for the Gardner equation of the form (1.1). First, write the Equation (1.1) 
as a second order equation by defining a new variable .xuw =  Thus 

Equation (1.1) becomes 

( ) .032 2 =+σ−δ+ txx uwuuw   (2.1) 
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Then, we construct a set of 1-forms on the manifold N  as follow. 

Lemma 2.1. For Equation (1.1), the required 1-forms are 

,1 dxudtudu xt −−=β   (2.2) 

,2 dxudtudu txttt −−=β   (2.3) 

.3 dxudtudu xxtxx −−=β  

Proof. We consider the 8-dimensional manifold corresponding to the 
Equation (2.1), with the coordinates ( ).,,,,,,, xxtxttxt uuuuuuxt  

Considering this equation, we have the following contact conditions: 

,dxudtudu xt +=  

,dxudtudu txttt +=  

,dxudtudu xxtxx +=  

which lead to the contact 1-forms of Lemma 2.1.  

Then, we have to construct the forms of the ideal I by the following: 

Lemma 2.2. The ideal I consists of the following 2-forms: 

( ) dudxudtdxuuuu txtxtttx  +−=γ1  

;ttttttx dudududtududtududxu  +−+−  

( ) dudxudtdxuuuu xxxxttxx  +−=γ2  

;xxttxxx dudududtududtududxu  +−+−  

( ) txxxxtttx dudxudtdxuuu  +−=γ 23  

;xtxttttxxtx dudududtududtududxu  +−+−  

;4
tx dudtdudx  +=γ  
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;5
tttx dudtdudx  +=γ  

;6
txxx dudtdudx  +=γ  

( ) .7
xxdudtdudxdudtuf  +−=γ  

Proof. The proof of this lemma is straightforward. The forms ,, 21 γγ  

,,, 543 γγγ  and ,6γ  are obtained from Lemma 2.1 as follows: 

,,,,,, 362514323312211 β=γβ=γβ=γββ=γββ=γββ=γ ddd  

where   is the wedge product. And form 7γ  is obtained from Equation 

(1.1) by noting that 

.,, dt
duudx

duudx
duu tx

xx
xxx ===  (2.4) 

 

2.1. Lie symmetries of the Gardner equation 

Let 

,uVxVtVX uxt
∂
∂+

∂
∂+

∂
∂=  (2.5) 

be a symmetry generator of the KdV-mKdV equation (1.1), defined on the 
( )uxt ,,  space. The second prolongation of X is the vector field 

x
u

t
uuxt

uVuVuVxVtVV xt
∂
∂+

∂
∂+

∂
∂+

∂
∂+

∂
∂=  

,
xx

u
tx

u
tt

u
uVuVuV xxtxtt
∂
∂+

∂
∂+

∂
∂+  (2.6) 

that acts on the manifold ,N  with the coordinates ( ,,,,,, ttxt uuuuxt  

),, xxtx uu  where the ( )8,,2,1 …=iV i  are smooth functions to be 

determined in .N  Write the Lie derivatives of forms in I as linear 
combinations of themselves as follow: 
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,7,1,
7

1
…=γλ=γ ∑

=

ij
j

j

i
VL  (2.7) 

where the iγ  are the forms of Lemma 2.2 and the jλ  are 0-forms 

(functions), for .7,,2,1 …=j  

Proposition 2.1. Corresponding to the 2-form ,1γ  the identity 

,7,2,1,
7

1

1 …=γλ=γ ∑
=

ij
j

j
VL  (2.8) 

is equivalent to the following system of partial differential equations: 

( )txtttx
u
tx

u
ttxtt

u uuuuVuVuuV tx −λ−−+ 1,  

( ) ( )xxtttxxxttxx uuuuuuu +λ−−λ− 2
32  

( ) ( ) ;0,,, =+−+−+−− u
ttx

t
tttxttx

x
xtxtttx

u
ttx

u VuVuuuuVuuuuVuuV txt  

( ) t
utxtttx Vuuuu ,−  

;0721,,,,, =λ+λ−λ−+−+++ xxtx
t
xtt

u
ux

u
utx

x
xtx

u
u uuVuVuVuVuV t

tx
 

( ) x
utxtttx

u
tt VuuuuV ,−−  

;0721,,,,, =δλ−λ−λ−−−+++ uuuVVuVuVuVu txtt
u
t

u
ut

u
utt

t
ttt

x
ttx tt  

( ) t
utxtttx t

Vuuuu ,−  

;031,,,, =λ−λ++−−−+− xxx
u
x

t
xt

u
ux

x
xx

u
utx

u uuVVuVuVuVuV t
tt

x  

( ) x
utxtttx t

Vuuuu ,−−  

;0431,,,,,, =λ−λ−λ+−−−+− −
txt

u
t

u
ut

t
tt

t
t

uuu
utt

x
tx uuVVuVuVVVuVu t

t
tt

t
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( ) ;032,,, =λ+λ+−+−− ttt
u
ut

u
utt

x
utxtttx uuVuVuVuuuu t

xxx
 

;01,,,,,, =λ−++−−−− t
ttt

u
u

u
u

t
ut

t
utt

x
ux

x
utx VVVuVuVuVu  

;02,,, =λ−+−− t
xxx

u
u

t
utt

x
utx VVuVu  

( ) ;0,,, =−+− t
tttttt

u
ux

u
utx

t
utxtttx VuVuVuuuu  

( ) ;0432, =λ−λ+λ+−+− txx
u
ux

u
utx

t
utxtttx uuVuVuVuuuu t

xxx
 

( ) ;05,,, =λ−−+− t
txtxtx

u
ux

u
utx

t
utxtttx VuVuVuuuu  

( ) ;06,,, =λ−−+− t
xxxxxx

u
ux

u
utx

t
utxtttx VuVuVuuuu  

( ) ;05,,, =λ−−+−− t
tttttt

u
ut

u
utt

x
utxtttx VuVuVuuuu  

( ) ;06,,, =λ−−+−− t
txtxtx

u
ut

u
utt

x
utxtttx VuVuVuuuu  

( ) ;07,,, =λ+−+−− t
xxxxxx

u
ut

u
utt

x
utxtttx VuVuVuuuu  

;0,,, =+−− t
tttttt

u
u

t
utt

x
utx VVuVu  

;0,,, =+−− t
txtxtx

u
u

t
utt

x
utx VVuVu  

;0,,, =+−− t
xxxxxx

u
u

t
utt

x
utx VVuVu  

;03,,, =λ−−+ u
u

t
ut

x
ux xxx

VVuVu  

;0,,, =−+ u
u

t
ut

x
ux txtxtx

VVuVu  

;0,,, =−+ u
u

x
ux

t
ut tttttt

VVuVu  

.0,,, =−+ u
u

t
ut

x
ux xxxxxx

VVuV  
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Proof. First, expand the left-hand-side of (2.8) by using some simple 
features of Lie derivatives of differential forms: 

( ) ( ) ( ),, 212121 ωω+ωω=ωω= VVV
ii

V Vx LLLL   

 ( ) ,ii
V

i
V dVxddx == LL   (2.9) 

where ix  is a coordinate of N  and iV  is a component of V. Expanding 

the idV  in the resulting expression of 1γVL  by the usual chain rule 

(since the iV  are functions in N ), using all eight variables, some terms 
drop out. This is due to the fact that ,0,0 == dxdxdtdt   etc., by the 

antisymmetry of 1-forms and leads to 

( ( ) ) dtdxuuVuuuuVuuVVuuV ttx
x
xtxtttx

u
ttx

uu
ttxtt

u
V txtx +−+−−+=γ ,

1L  

( ) dtdxVuVuVuVudtdxVuu tt u
xt

u
xtt

u
tx

u
ttx

t
tttx  ,,,,, +−−+−  

( )( ) ( ) dudxVuVuVududxVVuuuu t
tx

u
ux

u
utx

x
xtx

u
u

t
utxtttx  ,,,,, −+++−+  

( ) ( )( ) dudtVuVuuuuVdudxVVu x
ttx

x
utxtttx

u
tt

u
x

t
xtt t  ,,,, +−−+−+  

( ) ( )( ) t
t
utxtttx

u
t

u
ut

u
utt

t
ttt dudxVuuuududtVVuVuVu

t
tt  ,,,, −+−−++  

( ) x
t
uttxt

u
x

t
xt

u
ux

x
xx

u
utx

u dudxVuududxVVuVuVuVuV
x

t
tt

x  ,,,,, ++−−−+−  

( ) ( )( ) t
x
utxtttxx

u
ux

u
utx

t
utxt dudtVuuuududxVuVuVuu

t
t
xxx

 ,, −−−+−+  

( ) x
x
uttxt

u
t

u
ut

t
tt

uu
utt

x
tx dudtVuududtVVuVuVVuVu

x
t
t

t
t

 ,,,,,, −+−−−+−+  

( ) ( ) t
t
utt

x
ux

x
utxx

u
ut

u
utt

x
utxt duduVuVuVududtVuVuVuu

tt
t
xxx

 ,,,,,, −−−+−++  

( ) ( ) x
u
u

t
utt

x
utxt

u
u

u
u

t
ut duduVVuVududuVVVu t

xxx
t
t

 ,,,,,, +−−+++−+  

( )( ) tx
t
uttxtt

u
ux

u
utx

t
utxtttx dudxVuududxVuVuVuuuu

tx
t
tttttt

 ,,,, +−+−+  



LIE SYMMETRIES AND GENERALIZED SOLUTIONS … 9

( ) ( )( ) xx
t
utxtttxtx

u
ux

u
utx

t
utxt dudxVuuuududxVuVuVuu

xx
t
txtxtx

 ,,,, −+−+−+  

( ) ( )( ) tt
u
utt

x
utxtttxxx

u
ux

x
utx dudtVuVuuuududxVuVu

tttt
t
xxxx

 ,,,, +−−+−+  

( )( ) tx
u
ut

u
utt

x
utxtttxtt

u
ut dudtVuVuVuuuududtVu t

txtxtx
t
tt

 ,,,, −+−−+−  

( )( ) tt
x
utxxx

u
ut

u
utt

x
utxtttx duduVududtVuVuVuuuu

tt
t
xxxxxx

 ,,,, −−+−−+  

( ) ( ) tx
u
u

t
utt

x
utxtt

u
u

t
utt duduVVuVududuVVu t

txtxtx
t
tttt

 ,,,,, +−−++−+  

( ) ( ) xt
u
u

t
ut

x
uxxx

u
u

t
utt

x
utx duduVVuVududuVVuVu

xxx
t
xxxxxx

 ,,,,,, −+++−−+  

( ) ( ) ttt
u
u

x
ux

t
uttxt

u
u

t
ut

x
ux duduVVuVududuVVuVu

tttttttxtxtx
 ,,,,,, −++−++  

( ) .,,, xxt
u
u

t
ut

x
ux duduVVuVu

xxxxxx
−++  

And the right-hand-side of (2.8) is of the form 

( ( ) ( ) ( )) dtdxuuuuuuuuuuu xxtttxxxttxxtxtttx
j

j
j

−λ+−λ+−λ=γλ∑
=

2
321

7

1
 

( ) ( ) dudtuuududxuu txttxxtx  δλ+λ+λ+λ−λ+λ+ 721721  

( ) ( ) xtxxtxxx dudxuududxuu  43231 λ+λ−λ−+λ+λ−+  

( ) ttxt dudtuu 431 λ+λ−λ−+  

( ) xtxttt dudududududtuu  2132 λ+λ+λ−λ−+  

xxtx dudxdudx  65 λ+λ+  

.3765 xtxxtxtt dudududtdudtdudt  λ+λ−λ+λ+  

Equating the coefficients of basis 2-forms ( ,,, dudtdudxdtdx   

).,, etcdudududu xtt   in both right and left-hand-side of system (2.8), 

we get the system of Proposition (2.1).  
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Now, we define vector fields on the manifold N  by the following: 

Lemma 2.3. For the Gardner equation, the system of partial 
differential equations 

,7,,2,1,
7

1
…=γλ=γ ∑

=

ij
j

j

i
VL  (2.10) 

defines the vector fields of the form 

,, 21 tVxV
∂
∂=

∂
∂=  

uuttxtxV
∂
∂






 −

σ
δ+

∂
∂+

∂
∂









σ
δ+= 3

1
9
1

3
2

3
1 2

3  

tt
txtt

t
xt

x
x uuuuuuuu

∂
∂









σ
δ+−

∂
∂









σ
δ+−

∂
∂−

22

3
4

3
7

3
2

3
4

3
2  

,3
2

3
5 2

xx
xx

tx
xxtx uuuuu

∂
∂−

∂
∂









σ
δ+−  

where the iγ  are forms of Lemma 2.2 and the jλ  are 0-forms (functions). 

Proof. Write the Lie derivatives of all forms ( )7,,1 …=γ ii  as linear 
combinations of themselves, of the form (2.7). After expanding these Lie 
derivatives as proceed in Lemma 2.8 and eliminating the multipliers iλ  
in (2.7), we get a system of PDEs, often called determining equations    
(see [7], [8]), of the following form: 

( ) ,032 ,,
2 =−−+σ−δ− xx

xx
u
u

t
t

t
x VVVuu "  

,0,,, =+−+− t
x

t u
utx

x
ttx

uu
ut VuVuVVu "  

#  

,0,,, =−−++− t
ttt

uu
utt

x
ttx VuVVuVu ttt

t
"  

.0,, =−−− txx
x

ux
txx

u
utx VVuVu "  
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After integrating this system, one obtains the following general solution: 

,3
1

9
1,9

2
3
1, 131

2
21 CuVCCtxVCtCV uxt 





 −

σ
δ=+








σ
δ+=+=  

,,3
2,3

2
3
4

111
2

xx
u

x
u

xt
u uCVCuVCuuV xxxt −=−=








σ
δ+−=  

,3
4

3
7,3

2
3
5

1
2

1
2

CuuVCuuV txtt
u

xxtx
u tttx









σ
δ+−=








σ
δ+−=  

where ,, 21 CC  and 3C  are arbitrary constants. This yields the three 

vector fields 

,, 21 tVxV
∂
∂=

∂
∂=  

uuttxtxV
∂
∂






 −

σ
δ+

∂
∂+

∂
∂









σ
δ+= 3

1
9
1

3
2

3
1 2

3  

tt
txtt

t
xt

x
x uuuuuuuu

∂
∂









σ
δ+−

∂
∂









σ
δ+−

∂
∂−

22

3
4

3
7

3
2

3
4

3
2  

xx
xx

tx
xxtx uuuuu

∂
∂−

∂
∂









σ
δ+−

2

3
2

3
5  

of Lemma 2.3.  

Theorem 2.1. The KdV-mKdV equation of type (1.1) allows a 
nontrivial symmetry group with the infinitesimal generators: 

,, 21 tXxX
∂
∂=

∂
∂=  

.3
1

9
1

3
2

3
1 2

3 uuttxtxX
∂
∂






 −

σ
δ+

∂
∂+

∂
∂









σ
δ+=  
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Proof. Theorem 2.1 follows from Lemma 2.3. It is completed when 
relations 

[ ] ,for,
1

1
jiVCVV ij

j

ji <= ∑
−

=
k

k

k
 (2.11) 

are satisfied, where the k
ijC  are structures constants. 

That is easily verifiable, since the non-vanishing brackets are 

[ ] [ ] ,3
2,,3

1, 21
2

32131 VVVVVVV +
σ
δ==  

for 321 ,, VVV  of Lemma 2.3. And then, it is easy to see that the third 

prolongations of 321 ,, XXX  vanish the KdV-mKdV equation (1.1). 

The following section consists of testing the method discussed above 
with the classical Lie method. 

3. Lie Symmetry Approach 

The Lie approach is a general and a firm method for finding 
symmetries of differential equations. 

A partial differential equation (PDE) with n independent variables 

( ) n
nxxxx R∈= ,,, 21 …  and m dependent variables ( ) mmuuu R∈= ,,1 …  

has a Lie point transformations 

( ) ( ) ( ) ( ),,~,,~ 22  OuxuuOuxxx iii +η+=+ξ+= α
αα  

where ,
~

0==ξ d
xd i

i  for ni ,,1 …=  and ,
~

0=
α

α =η d
ud  for .,,1 m…=α  

The associated infinitesimal generator of these transformations can be 
written as follows: 

( ) ( ) ,,,
11

αα
=α= ∂

∂η+
∂
∂ξ= ∑∑ u

uxxuxX
m

i
i

n

i
 (3.1) 
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on the space containing independent and dependent variables. 

Furthermore, the k-th prolongation of the above vector field is given by 

( ) ( ( ) ) ,,Pr
1

αα
=α ∂

∂η+= ∑∑
J

J

J

m

u
uxXX kk  (3.2) 

where 

( ( ) ) ., ,
11

α

=

α

=
αα ξ+













ξ−η=η ∑∑ iJ

i
n

i
i

i
n

i
J

J uuDux k  (3.3) 

With 
ii x

uu
∂
∂=

α
α  and ;:; 1, kjjJ

i
J

iJ DDDx
uu …=
∂
∂

=
α

α  the second 

summation being over all (unordered) multiindices ( ),,,1 ljjJ …=  with 

,1 njl   for ;:;1 1 kk jjJ DDDl …=  the rjD ’s represent the 

operators of total derivative. 

The consideration that, under the action of a Lie group of 
transformations admitted by a differential equation, a solution, which is 
not invariant with respect to the group, is mapped into a family of 
solutions, suggests a way of generating new solutions from a known 
solution. This is especially interesting when one can obtain nontrivial 
solution from trivial ones. 

Let us consider a one-parameter Lie group of transformations, given 
in coordinates by 

( ) ( ) ;,~,;,~ uxuuxx =Φ=   (3.4) 

admitted by a system of differential equations ,S  and let ( )xfu =  be a 

solution of the given system ,S  which is not invariant with respect to the 

group (3.4). 
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Theorem 3.1 ([9]). If ( )xfu =  is not an invariant solution of a 

system S  of differential equations, admitting the group (3.4), then 

( ) ( )( )( ) −ΦΦ= ;;,,;, uxuxu    (3.5) 

implicitly defines a one-parameter family of solutions of the given system. 

For specifying the symmetry algebra, we think the algebra generator 
as follows: 

( ) ( ) ( ) .,,,,,, uutxtutxxutxX
∂
∂η+

∂
∂+

∂
∂ξ= τ  (3.6) 

According to the Equation (1.1), we need to know the third prolongation 

( )
tt

tt
xt

xt
xx

xx
t

t
x

x
uuuuuXX
∂
∂η+

∂
∂η+

∂
∂η+

∂
∂η+

∂
∂η+=3Pr  

ttt
ttt

ttx
ttx

xxt
xxt

xxx
xxx

uuuu ∂
∂η+

∂
∂η+

∂
∂η+

∂
∂η+  (3.7) 

of X. By applying ( ) X3Pr  on this equation and vanishing, where u is the 
solution of the Gardner equation, we find the following equation: 

( ) .39,0,0,0,3,0,29 2
tttxutxutt u ττττττ δ+σ−=ση====ξ=ξδ=σξ  

(As usual, subscripts indicate derivatives.) These all have the general 
solution 

;3
1

9
1,9

2
3
1, 131

2
21 CuCCtxCtC 





 −

σ
δ=η+








σ
δ+=ξ+=τ  (3.8) 

where 321 ,, CCC  are arbitrary constants. We see that this solution (from 

(3.8) are exactly the same sets of solutions that the Harrison method 
gives and so from here on the calculations are identical. 

The aim of the next subsection is to give a generalized form of 
solutions to the Gardner equation. The solutions can be generalized by 
exponentiating the basis elements ( )3,2,1=iVi  of the algebra of the 

symmetry group of this equation. 
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3.1. Determination of groups iG  associated with generators iX  

The determination of the group of transformations corresponding to 
each generator is equivalent to solving the following first order system of 
differential equations: 

( ) ( ) ( ),~,~,~~
,~,~,~~

,~,~,~
~

utxd
udutxd

xdutxd
td η=ξ==


τ  (3.9) 

with the initial conditions 

( ) ( ) ( ) .0~,0~,0~ uuxxtt ===   (3.10) 

3.1.1. Application to the generators of the symmetry group of the 
Gardner equation 

(1) For the generators xX
∂
∂=1  and ,2 tX

∂
∂=  we have to solve the 

systems 

( ) ( ) ( ) ,0~,~,~~
,1~,~,~~

,0~,~,~
~

111
=η==ξ=== utxd

udutxd
xdutxd

td


τ  

(3.11) 

and 

( ) ( ) ( ) .0~,~,~~
,0~,~,~~

,1~,~,~
~

222
=η==ξ=== utxd

udutxd
xdutxd

td


τ  

(3.12) 

From the system (3.12), we obtain 

( ),~,~,~
3211 α=α+=α= uxt    (3.13) 

and the system (3.13) yields 

( ),~,~,~
3212 β=β=β+= uxt    (3.14) 

where 321321 ,,,,, βββααα  are arbitrary constants. By utilizing the 

initial conditions (3.10), the solutions (3.13) and (3.14) become 
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( ) ( ),~,~,~and~,~,~
21 uuttxxuuttxx =+====+=    (3.15) 

which are space and time translations, respectively. 

(2) For the generator ,3
1

9
1

3
2

3
1 2

3 uuttxtxX
∂
∂






 −

σ
δ+

∂
∂+

∂
∂









σ
δ+=  

the system (3.10) reads 

( ) ,~~,~,~
~

3
tutxd

td == τ


 (3.16) 

( ) ,~
3
2~

3
1~,~,~~ 2

3
txutxd

xd
σ
δ+=ξ=


 (3.17) 

( ) .~
3
1

9
~,~,~~

3
uutxd

ud −
σ
δ=η=


 (3.18) 

(a) From the Equation (3.17), we get ( )31 exp~ Ct =  and the initial 

condition ( ) tt =0~  gives 

( ).exp~
3tt =  

(b) The homogeneous equation corresponding to the Equation (3.17) 

is .~
3
1~

3
xd

xd =


 The solution of the latter is ( ).3
1exp~

3Cx =  By variation 

of the parameter C, we set ( ) ( ),3
1exp~

33 px =  substitute it in (3.17) 

and obtain 

( ) ( ),exp3
2~

3
2

3
1exp 3

22
3

3



ttp

σ
δ=

σ
δ=

∂
∂  

whence ( ) ( ).3
2exp 3

2
23


 tCp

σ
δ+=  Therefore, ( ) ( ).exp3exp~

3
2

3
2 

 tCx
σ
δ+=  

In accordance with the initial condition ( ) ,0~ xx =  we have 

( ) .3
4exp3expexp~ 3

2
3

3
2









σ
δ−






+

σ
δ=


 txtx  
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(c) The homogeneous equation ud
ud ~

3
1~

3
−=


 associated to the 

Equation (3.18) yields ( ).3exp~ 3−= ku  By variation of the parameter ,k  

we set ( ) ( ),3exp~ 3
3




−
= qu  substitute it in Equation (3.18) and 

integrating the resulting equation we obtain: ( ) ( ).3exp3
3

33



σ
δ+= Cq  

Thus ( ) ,33exp~ 3
3 σ

δ+
−

=
Cu  where 3C  is an arbitrary constant. By 

considering the initial condition ( ) ,0~ uu =  we have the solution of the 

non-homogeneous equation (3.18) as follows 

.33exp~ 3
σ
δ+






 −=
uu  

Then, we find that the group of transformations generated by 3X  is 

given by 

( ) ( ) ( ) ,33exp,exp,3
4exp3expexp~,~,~ 3

3
3

2
3

3
2









σ
δ+






 −









σ
δ−






+

σ
δ=





 uttxtutx  

which is also the symmetry group of the Gardner equation (1.1). 

3.2. Generalized form of solutions to the Gardner equation 

In summary, solving the flow equations associated to the basis 
elements ( )3,2,1=iVi  of the symmetry algebra of Equation (1.1), we 

have found 

( ) ( ) ( ),,,,,exp 111 utxutxV +=   

( ) ( ) ( ),,,,,exp 222 utxutxV +=   

( ) ( ) ( ( ) ( ),exp,3
4exp3expexp,,exp 3

3
2

3
3

2
33 


 ttxtutxV 








σ
δ−






+

σ
δ=  

).33exp 3
σ
δ+






 −u  
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Then, the most general transformation leaving invariant the solution 
manifold of the Equation (1.1) depends on three parameters: 321 ,,   

through the composition 

( ) ( ) ( )332211 expexpexp: VVVg =   (3.19) 

of the flows ( ) ,,3,2,1,exp R∈= iii iV   generated by the basis 

elements iV  of the symmetry algebra of Equation (1.1). Thus, the most 

general transformation g operates according to 

( ) { ( ) ( ),exp,3
4exp3expexp,, 32

3
2

3
3

2
1 


 ttxtutxg +








σ
δ−






+

σ
δ+=  

}.33exp 3
σ
δ+






 − u  (3.20) 

Proposition 3.1. The most general solution of the Gardner equation 
(1.1) obtained from a given solution ( ),, txfu =  is of the form 

( ) { 





 −

σ
δ+

σ
δ















 −−+






 −







 −= 3exp3exp13exp3exp, 3

2
22

333 


 txftxu  

( ) ( )} .3expexp,3exp 323
3

1
2

2 σ
δ+−−−






 −−

σ
δ− 


 t  (3.21) 

Proof. The proof of this theorem is provided by utilizing the general 
transformation (3.20) and applying the Theorem 3.1. 

4. Conclusion 

We see that differential forms offer, in some ways, a more natural 
way of calculating symmetries of differential equations. With this 
technique, we need only calculate prolongation coefficients up to second 
order and hence, obtain the prolongation of the generator V. This leads 
naturally to the point symmetry algebra in study. 
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