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Abstract 

In this paper, we consider an inverse problem for a general class of nonlinear 

stochastic differential equations on finite dimensional spaces whose generating 

operators (drift, diffusion and Jump kernel) are unknown. We introduce a class 

of function spaces with a suitable topology and prove existence of optimal 

generating operators from these spaces. We present also necessary conditions 

of optimality including an algorithm and its convergence whereby one can 

construct the optimal generators (drift, diffusion and jump kernel). Also we 

present briefly an alternative approach giving the Hamilton-Jacobi-Bellman 

(HJB) equation and discuss the merits and demerits of the two methods. This 

paper is an extension of our previous studies on similar inverse problem for 

continuous diffusion. 
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1. Introduction 

Stochastic differential equations have been extensively used in 

modelling physical and engineering systems, including biological 

processes, finance, management, and many more [1, 2, 3, 4]. One can find 

stochastic models for population dynamics, computer communication 

networks, internet traffic control and many more, see [2]. In the 

literature, one can also find some stochastic models to capture the 

dynamics of stock market used for portfolio management and control [3, 

4, 2]. One of the most well-known model is given by the celebrated Black-

Scholes equation [3] described by a scalar stochastic differential equation 

of the form, 

( ) ( ) .0,0, 0 ≥=σ+= txxtxdWxdtdx ν  

Its solution ( ){ }0, ≥ttx  is the so called geometric Brownian motion given 

by 

( ) {( ( ) ) ( )} .0,21exp 2
0 ≥σ+σ−= ttWtxtx ν  

This model is used as the basis for option pricing. For valuation of the 

option price one can easily derive the well known Black-Scholes partial 

differential equation, 

( ) ( ) ( ) ,,0,,021
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subject to the initial boundary conditions given by 

( ) { } ( ) ( ) ,,,,00,,0,max,0 ∞→==−= xxxtVtVsxxV  

where x is the current stock price, s is the strike price of the option and r 

is the annualized risk free interest rate continuously compounded and T 

is the expiration date. For detailed assumptions and derivation, see [3]. 
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This and similar models are based on market experience, intuition, 

and many apparently reasonable assumptions as seen in [4] and the 

extensive references therein. The validity of this simple model for stock 

price dynamics is probably questionable. Therefore, to avoid significant 

errors, it is necessary to identify the drift, diffusion, jump parameters as 

accurately as possible using available historical data. Recently, we 

considered inverse problems for continuous drift-diffusion processes [6]. 

Our objective here is to generalize our previous work and develop a 

method for solving stochastic inverse problem designed to determine all 

the infinitesimal generators controlling the drift-diffusion-jump 

processes. Inclusion of Poisson jump process in the dynamics with 

appropriate Lévy measure can model jumps in the stock price as often 

seen in practice. We hope the method presented here can be used to 

identify or develop stochastic models on the basis of available historical 

data, for example, the stock price, population process, information flow on 

communication network, traffic flow, both vehicular and internet, and 

many more. This has to be based on rigorous stochastic analysis. Here we 

consider the general stochastic inverse problem and develop the 

necessary conditions of optimality designed to determine the system 

model from available data. Thus the theory developed here can be used to 

construct the mathematical model for any finite dimensional stochastic 

dynamic system. 

2. Proposed System Model and Problem Formulation 

Let ( )Pt ,,, 0≥Ω FF  be a complete filtered probability space where 

{ }0, ≥ttF  is an increasing family of sub-sigma algebras of the sigma 

algebra ,F  continuous from the right and having limits from the left. Let 

( ){ }0, ≥ttW  be an ( )NmRm
t ∈adapted-F  valued standard Brownian 

motion, and ( )dtdp ×ξ  denote a random measure defined on the sigma 

algebra of subsets of the set ,IV ×δ  where [ ]TI ,0=  is the time interval 



N. U. AHMED 42 

and δδ ≡ BRV d\  with δB  denoting the open ball in dR  of radius 0>δ  

and centered at the origin. The measure p  is said to be a Poisson random 

measure or a counting measure if for each time interval I⊂Γ  and any 

Borel set δ⊂ VS  the probability that there are exactly n jumps of sizes 

(or with range) confined in the set S  is given by 

( ){ } ( ) ( )( ) ( ) ( ){ },exp
!

Γλπ−
Γλπ

==Γ× S
n

S
nSpP

n

 

where λ  denotes the Lebesgue measure on I  and π  denotes the Lévy 

(jump) measure on the sigma algebra of Borel subsets of the set .δV  The 

term ( )Sπ  (the Lévy measure of the set )S  denotes the mean rate of 

jumps of sizes confined in the set .S  We note that the measure π  can be 

chosen according to the specific needs of applications. Define the random 

measure 

( ) ( ) ( ) ( )Γλπ−Γ×≡Γ× SSpSq  

with mean zero and variance ( ) ( ).Γλπ S  The process ( )dtdq ×ξ  is called 

the compensated Poisson random measure. 

For illustration, let us consider n different interacting randomly 

fluctuating entities defined on the time interval [ ]TI ,0=  and taking 

values in nR  and denoted by ( ){ }., Ittx ∈  For example, the process x  

may represent the price fluctuation of n different stocks around a 

reference vector such as the mean flow. 

In general, the dynamics of the process x can be modelled by a 

stochastic differential equation of the form, 

( ) ( ) ( )tdWxbdtxadx +=  

( ) ( ) ( ) [ ],,0,0,, 0 TItxxdtdqxc
V

=∈=×ξξ+ ∫
δ

  (1) 

given that the generating operators (or the elements of the vector field) 

{ }cba ,,  are known. Generally, the infinitesimal mean vector 
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,: nn RRa →−  the diffusion matrix ( )nmn RRRb ,: L→−  and the jump 

kernel ndn RRRc →−×:  are unknown. These are the fundamental 

parameters or generators that determine the dynamics of the system. In 

many physical problems the triple { }cba ,,  is unknown and may be 

determined on the basis of basic sciences. For stock market there is no 

such basic science available. It is almost impossible to determine the 

dynamics of individual or even the mass phycology and use it to 

determine the drift-diffusion-jump triple { }.,, cba  So one must use 

available market data ( ){ }Itty ∈,  and find a way to determine the 

generating triple { }cba ,,  so that the solution of Equation (1) is as close 

as possible to the observed data ( ){ }Itty ∈,  in some sense. This is the 

essence of inverse problem. Note that the Black-Scholes model is a scalar 

stochastic differential equation with the assumption that ( ) xxa ν=  and 

( ) xxb σ=  and .0=c  This appears to be a very simple model for a rather 

complex system. In order to consider the general problem we have to be 

more precise; we must specify the function space from which we can 

choose the triple, and also we must specify the measure of closeness. Let 

adP  denote the admissible class of drift-diffusion-jump triples and let the 

measure of closeness be given by mean square error. So we introduce the 

functional 

( ) ( ) ( ) ( ) ( ) ( ) ,21,,
22

0 







−+−= ∫ nn RR

T

TyTxdttytxcbaJ E  

and find { } ad
oo cba P∈,,ο  that minimizes the functional .J  In fact, we 

can consider a more general performance functional such as 

( ) ( )( ) ( )( ) ,,,,
0 








Φ+= ∫ TxdttxtcbaJ
T

ℓE   (2) 

where RRI n →−×:ℓ  and .: RRn →−Φ  Since the data y  is fixed, it is 

contained in the definition of the functions ℓ  and Φ  though not shown 

explicitly. The objective is to find a generating triple { } ad
oo cba P∈,,ο  

at which J  attains its minimum. The model so obtained may be useful to 

capture the dynamics of unknown stochastic systems. 
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3. Admissible Drift-Diffusion-Jump Triples 

To solve the above inverse problem it is necessary to give a more 

precise characterization of the admissible set .adP  Let ( ) ( )π=πδ 22 , LVL  

denote the class of real valued Borel measurable functions defined on δV  

which are square integrable with respect to the Lévy measure π  and let 

( )π+
2L  denote class of nonnegative members of ( ).2 πL  Let ( )δVC  denote 

the space continuous real valued functions defined on .δV  Let { }K,α  be 

any pair of positive numbers and ( ) ( ) ( )., 2 δ
+ π∈γβ VCL ∩  We introduce the 

class of functions KK ,, , αα BA  and γβ,C  given by 

(A1) 

{ ( ) ( ) ,0:i:, α≤→≡α nR
nn

K aRRaA  and 

( ) ( ) ( ) },,:ii 212121
n

RR
RxxxxKxaxa nn ∈∀−≤−   (3) 

(A2) 

{ ( ) ( ) ( ) ( ) ,0:i,:
,, α≤→≡α nm RR

nmn
K bRRRb LLB  and 

( ) ( ) ( ) ( ) },,:ii 2121,21
n

RRR
RxxxxKxbxb nnm ∈∀−≤− L  

(4) 

(A3) 

{ ( )continuous:,
nn RVRc →−×≡ δγβC  

( ) ( ) ( ) ,,,0:i δ∈ξξβ≤ξ Vc nR
 and 

( ) ( ) ( ) ( ) } .,,,,,:ii n
RR

RyxVyxycxc nn ∈∈ξ∀−ξγ≤ξ−ξ δ  (5) 
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Clearly, the class of maps { }KK ,, , αα BA  are Lipschitz whose values at 

zero vector do not exceed the number ,α  and the Lipschitz coefficients do 

not exceed .K  The larger the parameters { }K,α  are, the larger are these 

classes { }., ,, KK αα BA  Similarly, if the pair { } ( ) ( )2, L C V+
δβ γ ∈ πɶ ɶ ∩  and we 

have ( ) ( ) ( ) ( ),β ξ ≤ β ξ γ ξ ≤ γ ξɶ ɶ  for ,. δ∈ξ−π Vea  then , ,
.β γ β γ⊂ ɶ ɶC C  

Let δ×≡ VRZ n  and ( ) nnmn RRRRY ××≡ ,L  with their natural 

metric topologies. Consider the function space ( ) ,, ZYYZF =  denoting 

the set of all maps from Z  to .Y  The natural topology on this function 

space is the Tychonoff product topology. For any ( ) ,, Zxz ∈ξ=  let 

∏ ξ,x
 denote the projection map from ZY  to Y  in the sense that for 

any ( ) ,,, ZYcba ∈  

( ) ( ) ( ) ( ){ }.,,,,,
,

ξ=∏ ξ
xcxbxacba

x
 

Clearly, for each ,nRx ∈  the x-projections ∏x
 of K,αA  and K,αB  are 

bounded convex subsets of the finite dimensional (topological) vector 

spaces nR  and ( ),, nm RRL  respectively and hence relatively compact. 

Similarly, the ( ) projection-, ξx  of the set γβ,C  is a bounded convex subset 

of nR  and hence also relatively compact. We define ××≡ αα KKad ,, BAP  

γβ,C  and endow this with the product topology. We use the notation of 

Willard [5] and consider the function space ( )., YZFY Z =  The set adP  

is a subset of the function space ,ZY  and it is given the point wise 

topology pτ  (topology of point wise convergence), see Willard [5]. 
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Lemma 3.1. The set ,adP  a subset of the function space ,ZY  is 

compact in the pτ  topology. 

Proof. This is a special case of Theorem 42.3, [5, p.278]. Since Y  is a 

metric space, it is clearly Hausdorff (uniform) space. So according to this 

theorem, it suffices to verify that (i) the set adP  is point wise closed and 

(ii) each ( )ξ= ,xz  projection of ,adP  denoted by ( ),
, adx
P∏ ξ

 has 

compact closure in .Y  To prove that the set is point wise closed, it suffices 

to show that the point wise limit of any generalized sequence (net) from 

adP  belongs to .adP  We verify that each component of the product space 

is point wise closed. Consider the component K,αA  and the sequence 

{ } Ka ,1 α≥ ∈ A
k

k  and suppose it converges point wise to .oa  We show 

that ., K
oa α∈ A  Clearly, ( ) ( ) ( ) ( ) .0000 kk aaaa oo +−≤  Hence for 

any 0>ε  there exists Nn ∈ε  such that 

( ) ( ) ( ) ( ) .0000 ε>∀α+ε≤+−≤ naaaa oo
k

kk  

Since this holds true for arbitrary ,0>ε  we have ( ) .0 α≤oa  Similarly, 

for any pair { } ,, 21
nRxx ∈  using triangle inequality we obtain 

( ) ( ) ( ) ( ) ( ) ( )211121 xaxaxaxaxaxa ooo kkk −+−≤−  

( ) ( ) .22 xaxa o−+ k  

Again, for any ,0>ε  there exists Nnn ∈21 ,  such that ( ) ( )11 xaxao k−  

2ε≤  for all 1n≥k  and ( ) ( ) 222 ε≤− xaxao k  for all .2n≥k  Thus for 

all { },,max 21 nn≥k  we have 

( ) ( ) ( ) ( ) .212121 xxKxaxaxaxa oo −+ε≤−+ε≤− kk  
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Since 0>ε  is otherwise arbitrary we conclude that oa  is Lipschitz. Thus 

we have proved that K
oa ,α∈ A  and hence K,αA  is point wise closed. 

Following similar procedure one can easily verify that any point wise 

limit ob  of any generalized sequence { } Kb ,1 α≥ ⊂ B
k

k  is an element of 

., KαB  Similarly one can verify that the set γβ,C  is also point wise closed. 

Thus the set adP  is point wise closed. To prove (ii), let ( ) Zx ∈ξ,  and 

consider the projection 

( ) {( ( ) ( ) ( )) ( ) }.,,,,,
,

adad
x

cbaxcxbxa PP ∈ξ=∏ ξ
 

Using the properties (3)-(5) characterizing the set adP  one can easily 

verify that for all ( ) ,,, adcba P∈  we have 

( ) ( ) ( ) ,,
, nnmnn RRRRR

xKxbxKxa +α≤+α≤ L  

( ) ( ) ( ) ., nn RR
xxc ξγ+ξβ≤ξ  

Since this holds uniformly with respect to the set ,adP  and also the 

functions ( ) ( ),, 2 π∈γβ +
δ LVC ∩  we conclude that the set ( )adx

P∏ ξ,
 is a 

bounded subset of .Y  Since Y  is a finite dimensional Hausdorff space, 

the closure of ( )adx
P∏ ξ,

 is compact. This completes the proof.  � 

Throughout the rest of the paper we assume, without further notice, 

that the initial state ,0x  the Wiener process ,W  and the compensated 

Poisson random measure q  are stochastically independent. 

4. Existence of Optimal Drift-Diffusion-Jump Triples 

Consider the system (1) with ( ) adcba P∈,,  and the objective 

functional (2). First, we present the following result on existence, 

uniqueness, and regularity properties of solutions of Equation (1). For 
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this we introduce the following spaces of random processes. Throughout 

the rest of the paper, we let [ ]TI ,0≡  denote the closed bounded interval 

and ( )nRIB ,∞  the Banach space of nR  valued bounded measurable 

functions endowed with the sup-norm topology. In the study of stochastic 

differential equations subject to both Wiener process and Poisson random 

process (or Lévy process) we expect the solution trajectories to have 

discontinuities at most of the first kind. In order to include such processes 

we may introduce the space ( )na RIB ,∞  consisting of n
t RadaptedF  

valued random processes having bounded second moments. Here we 

introduce the norm topology given by 

{( ( ) ) }.,sup
212

Ittxx
nR

∈≡ E  

With respect to this norm topology, ( )na RIB ,∞  is a Banach space. 

We consider the system governed by the stochastic differential 

equation (1) with the infinitesimal generators given by ( ) .,, adcba P∈  

We present briefly a proof of existence and uniqueness of solutions. 

Theorem 4.1. For each initial state ( )nRLx ,020 F∈  (having finite 

second moment) and each drift-diffusion-jump triple ( ) ,,, adcba P∈  the 

stochastic differential equation (1) has a unique solution ( )., na RIBx ∞∈  

Proof. The proof is standard see [1, 2]. We present a brief outline. 

Define the operator Λ  given by 

( )( ) ( )( ) ( )( ) ( )sdWsxbdssxaxtx
tt

∫∫ ++=Λ
00

0  

( )( ) ( ) .,,
0

Itdsdqsxc
V

t

∈×ξξ+ ∫∫
δ

  (6) 
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We show that ( ) ( ).,,: nana RIBRIB ∞∞ →−Λ  Taking the expected value 

of the norm square and using Fubini’s theorem and the properties of Itô 

integrals we obtain 

( )( ) ( )( ) dssxatxtx
nnn R

t

RR

2

0

2
0

2
44 EEE ∫+≤Λ  

( )( )
( )

dssxb
nm RR

t
2

,0
4

L
E∫+  

( )( ) ( ) .,,4
2

0
Itdsdsxc

nRV

t

∈ξπξ+ ∫∫
δ

E   (7) 

Using the properties (3)-(5) of the triple ( ) ,,, adcba P∈  in the above 

inequality one can easily verify that 

( )( ) ( ) ( ) { ( ) },0,sup
2

21
2

tssxtCtCtx
nn RR

≤≤+≤Λ EE   (8) 

where 

( ) ( ( ) ( ) ),8184
222

01 2 πβ++α+= LR
tttxtC

n
E  

and  

( ) ( ( ) ( ) ).818
22

2
2 πγ++=

L
tttKtC  

Thus, for ( ),, na RIBx ∞∈  we have 

{ ( )( ) } ( ) ( ) { ( ) },0,sup,sup
2

21
2

TssxTCTCIttx
nn RR

≤≤+≤∈Λ EE  

(9) 

and hence we conclude that ( )na RIBx ,∞∈Λ  whenever ( )na RIBx ,∞∈  

proving that Λ  maps ( )na RIB ,∞  in to itself. Following similar steps, one 

can verify that 
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( )( ) ( )( ) { ( )14 22 +≤Λ−Λ tKtytx
nR

E  

( )} ( ) ( ) .,
2

0

2

2
Itdssysx

nR

t

L
∈−γ+ ∫π E   (10) 

Define ( ) { ( ) ( ) },0,sup,
22 tssysxyxt ≤≤−≡ρ E  and { ( ) ++= 14 2 TKC  

( )},
2

2 πγ
L

 and denote ( )yxt ,2ρ  by ( )yxt ,�  for all .It ∈  Using these 

notations in the above inequality we obtain 

( ) ( ) .,,,
0

ItdsyxCyx s

t

t ∈≤ΛΛ ∫ ��   (11) 

Let mΛ  denote the m-fold composition of the operator .Λ  For ,2=m  it 

follows from the above expression that 

( ) ( ) ( )dsyxsCdsyxCyx s

t

s

t

t ,,,
0

2

0

22 ��� ∫∫ ≤ΛΛ≤ΛΛ  

 ( ) ( ) .,,!222 ItyxtC t ∈≤ �   (12) 

Repeating this iterative process m-times one finds that 

( ) ( ) ( ) ,,,!, ItyxmtCyx t
mmmm

t ∈≤ΛΛ ��  

and hence ( ) ( ) ( ).,!, yxmTCyx T
mmmm

T ρ≤ΛΛρ  In terms of the norm 

of the Banach space ( ),, na RIB∞  this inequality is equivalent to the 

following inequality: 

( ) ( ),,,
nana RIBm

RIB

mm yxyx
∞∞

−γ≤Λ−Λ  

where ( ) .!mTC mm
m ≡γ  It is clear that for Nm ∈0  sufficiently 

large, .1
0

<γm  Thus 0mΛ  is a contraction and hence it follows from 

Banach fixed point theorem that it has a unique fixed point 
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( )., nao RIBx ∞∈  This implies that the operator Λ  itself has ox  as the 

unique fixed point. Hence the system (1) has a unique solution in 

( )., na RIB∞  This completes the outline of our proof.  � 

As indicated earlier, our objective is to solve the inverse problem. The 

problem is to find a drift-diffusion-jump triple ( ) ad
ooo cba P∈,,  for 

system (1) that minimizes the functional (2). For this we must be assured 

that an optimal triple exists. Before we consider the question of existence, 

we prove a result on continuity of the solution map ( ) ( )cbaxcba ,,,, →−  

of the stochastic differential equation (1). We present this in the following 

theorem. 

Theorem 4.2. Consider the system (1) with the admissible set of drift-

diffusion-jump triples ,adP  and suppose the assumptions of Theorem 4.1 

hold. Then the solution map ( ) ( )cbaxcba ,,,, →−  is continuous with 

respect to the pτ  topology on adP  and norm topology on the space 

( )., na RIB∞  

Proof. Let ( ) adcba P∈kkk ,,  be any sequence converging to 

( ) ad
ooo cba P∈,,  in the pτ  topology. Let ( )na RIBx ,∞∈k  be the 

solution of Equation (1) corresponding to the triple ( ),,, kkk cba  and 

( )nao RIBx ,∞∈  the solution corresponding to the triple ( ).,, ooo cba  We 

show that os
xx →−k  in the Banach space ( )na RIB ,∞  as ( )

p

cba
τ

→−kkk ,,  

( ).,, ooo cba  Clearly the pair ( )oxx ,k  satisfies the following stochastic 

integral equations: 

( ) ( ( )) ( ( )) ( )sdWsxbdssxaxtx
tt

kkkkk ∫∫ ++=
00

0  

( ( ) ) ( ) ,,,
0

Itdsdqsxc
V

t

∈×ξξ+ ∫∫
δ

kk   (13) 
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( ) ( ( )) ( ( )) ( )sdWsxbdssxaxtx oo
t

oo
t

o ∫∫ ++=
00

0  

( ( ) ) ( ) .,,
0

Itdsdqsxc oo

V

t

∈×ξξ+ ∫∫
δ

  (14) 

Subtracting Equation (14) from Equation (13) term by term we obtain the 

following identity: 

( ) ( ) [ ( ( )) ( ( ))]dssxasxatxtx o
t

o kkkk −=− ∫0  

[ ( ( )) ( ( ))]dssxasxa oo
t

−+ ∫ 0

0

k  

[ ( ( )) ( ( ))] ( )sdWsxbsxb o
t

kkk −+ ∫0  

[ ( ( )) ( ( ))] ( )sdWsxbsxb ooo
t

−+ ∫ k

0
 

[ ( ( ) ) ( ( ) )] ( )dsdqsxcsxc o

V

t

×ξξ−ξ+ ∫∫
δ

,,
0

kkk  

[ ( ( ) ) ( ( ) )] ( ) .,,,
0

Itdsdqsxcsxc ooo

V

t

∈×ξξ−ξ+ ∫∫
δ

k  

(15) 

Computing the expected value of the norm square of the fifth term on the 

right hand side of the above expression using the Lipschitz property of 

the elements of the set γβ,C  and the properties of the compensated 

Poisson random measure q  and Fubini’s theorem we obtain 

[ ( ( ) ) ( ( ) )] ( ) 2

0
,,

nR

o

V

t

dsdqsxcsxc ×ξξ−ξ∫∫
δ

kkkE  

( ) ( ) ( ) .,
2

0

2

2
Itdssxsx

nR

o
t

L
∈−γ≤ ∫π

kE  
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Using this fact and computing the norm square of [ ( ) ( )]txtx o−k  given by 

Equation (15) and keeping in mind the properties of stochastic integrals 

and Fubini’s theorem and using the Lipschitz property and triangle 

inequality, we obtain the following inequality: 

( ) ( ) ([ ] ( ) ) ( ) ( ) dssxsxKTtxtx o
t

L
o 2

0

222

2
18 −γ++≤− ∫π

kk EE  

( ( )) ( ( )) dssxasxaT
nR

ooo
t

2

0
8 −+ ∫ kE  

( ( )) ( ( ))
( )

dssxbsxb
nm RR

ooo
t

2

,0
8

L
−+ ∫ kE  

( ( ) ) ( ( ) ) ( ) .,,,8
2

0
Itdsdsxcsxc

nR

ooo

V

t

∈ξπξ−ξ+ ∫∫
δ

kE  

(16) 

Define 

( ) ( ( )) ( ( )) ,,8
2

0
1 ItdssxasxaTte

nR

ooo
t

∈−≡ ∫ kk E   (17) 

( ) ( ( )) ( ( ))
( )

,,8
2

,0
2 Itdssxbsxbte

nm RR

ooo
t

∈−≡ ∫ L

kk E   (18) 

( ) ( ( ) ) ( ( ) ) ( ) ,,,,8
2

0
3 Itdsdsxcsxcte

nR

ooo

V

t

∈ξπξ−ξ≡ ∫∫
δ

kk E   (19) 

and 

( ) ( ) ( ) ,,
2

Ittxtxt
nR

o ∈−≡ϕ kk E   (20) 

( ) ( ) ( ) ( ) .,321 Ittetetete ∈++≡ kkkk   (21) 
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Using the expressions (20) and (21) in the inequality (16), we obtain the 

following inequality: 

( ) ( ) ( ) ,,
0

IttedssCt
t

∈+ϕ≤ϕ ∫ kkk   (22) 

where (( ) ( ) ).18
22

2 πγ++=
L

KTC  It follows from Grönwall inequality 

applied to (22) that 

( ) ( ) ( ){ } ( ) .,exp
0

ItdssestCCtet
t

∈−+≤ϕ ∫ kkk   (23) 

Since oaa →−k  in K,αA  and obb →−k  in K,αB  point wise, it is clear 

that ( ( )) ( ( ))sxasxa ooo →k  in ,nR  and ( ( )) ( ( ))sxbsxb ooo →k  in 

( )nm RR ,L  for almost all .., saPIs −∈  Further, it follows from the 

Lipschitz and growth properties of the elements of adP  that both 

( ( ))sxa ok  and ( ( ))sxb ok  are dominated in their respective norms by 

norm square integrable random processes. Hence, by virtue of Lebesgue 

dominated convergence theorem, it follows from the expressions (17)-(18) 

that both ( ) 01 →−tek  and ( ) 02 →−tek  for each .It ∈  Considering the 

third component ( )tek3  for any ,It ∈  we recall that occ →−k  in γβ,C  

point wise. Hence it is clear that ( ( ) ) ( ( ) )ξ→−ξ ,, sxcsxc oook  in nR  for 

π× ddt  almost all ( ) ..,, saPVIs −×∈ξ δ  Further, it follows from the 

properties (i) and (ii) of γβ,C  that 

( ( ) ) ( ( ) ( ) ( ) ) ( ) .,,,2,
2222

δ×∈ξ∈∀ξγ+ξβ≤ξ VIsNsxsxc
nn R

o

R

o
k

k  

Since ( ),, nao RIBx ∞∈  it follows from the above inequality that the 

sequence { ( )}ξ,oxck  is dominated by norm square integrable random 

process. Hence it follows from the expression (19) and Lebesgue 
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dominated convergence theorem that ( ) 03 →−tek  for each .It ∈  Thus, it 

follows from the expression (21) that ( ) 0→tek  for each It ∈  and, by 

virtue of the estimates as seen above, it is uniformly bounded on .I  

Hence by virtue of Lebesgue bounded convergence theorem it follows 

from the inequality (23) that ( ) 0→ϕ tk  for all .It ∈  This proves that the 

map ( ) ( )cbaxcba ,,,, →−  from adP  to ( )na RIB ,∞  is continuous with 

respect to their distinct topologies. This completes the proof.  � 

Now we are prepared to prove existence of optimal drift-diffusion 

pair. 

Theorem 4.3. Consider the system (1) with the objective functional (2) 

and admissible set of drift-diffusion-jump triples .adP  Suppose the 

assumptions of Theorem 4.2 hold and that ℓ  is a real valued Borel 

measurable function on nRI ×  and lower semi-continuous on nR  (the 

state variable), and Φ  is also a Borel measurable real valued function 

and lower semi-continuous on nR  satisfying the following growth 

properties: 

( ) ( ) ,,
2

21 xtxt α+α≤ℓ   (24) 

 ( ) ,
2

43 xx α+α≤Φ   (25) 

for ( ),11 IL+∈α  and .0,, 432 >ααα  Then there exists an optimal triple 

( ) ad
oo cba P∈,,ο  that minimizes the cost functional (2). 

Proof. Since the set adP  is compact in the pτ  topology, it suffices to 

show that J is lower semicontinuous in this topology. Let ( ) adcba P∈kkk ,,  

be a generalized sequence converging to ( ) ad
oo cba P∈,,ο  in the pτ  

topology. Let ( ) ( )nao RIBxx ,, ∞∈k  denote the corresponding solutions of 
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Equation (1). It follows from Theorem 4.2 that os
xx →−k  in ( )., na RIB∞  

Since ℓ  is lower semicontinuous in the state variable it is clear that 

( ( )) ( ( ))txttxt o k

k

,lim, ℓℓ
∞→

≤  for a.e. .., saPIt −∈  (26) 

The set I  is a finite interval and the elements of adP  have at most linear 

growth and therefore the solutions {( )}oxx ,k  are contained in a bounded 

subset of ( )., na RIB∞  Thus it follows from the growth property of ℓ  as 

described by the inequality (24), that ( ( )) ,,, Ittxt ∈k
ℓ  is dominated from 

bellow by an integrable random process. Thus it follows generalized 

Fatou’s Lemma that 

( ( )) ( ( )) ( ( )) .,lim,lim,
000

dttxtdttxtdttxt
TT

o
T

k

k

k

k

ℓℓℓ ∫∫∫ ∞→∞→
≤≤ EEE  

(27) 

Since Φ  is also lower semicontinuous on nR  and has the growth 

property as represented by the inequality (25), it follows from similar 

argument that 

( ( )) ( ( )) ( ( )).limlim TxTxTx o k

k

k

k

Φ≤Φ≤Φ
∞→∞→

EEE  (28) 

It is well known that sum of lower semi continuous functionals is lower 

semi continuous. Thus by adding (27) and (28) we obtain 

( ) ( ),,,lim,, kkk

k

cbaJcbaJ oo

∞→
≤ο  

proving lower semicontinuity of J on adP  in the pτ  topology. Hence it 

follows from compactness of the set adP  in this topology that J  attains 

its minimum on .adP  This completes the proof of existence of an optimal 

drift-diffusion-jump triple.  � 
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5. Necessary Conditions of Optimality 

In this section, we present the necessary conditions of optimality 

characterizing the optimal drift-diffusion-jump triple whereby one can 

determine the optimal triple from the admissible set adP  and hence 

determine the stochastic dynamic model. We recall that ( ) ⊂∞
na RIB ,  

( ( ))na RLIL ,, 2 Ω∞  denotes the space of ( )n
t RL ,adapted- 2 ΩF  valued 

norm bounded measurable processes defined on .I  Similarly, 

( ( )) ( ( ( )))nmanma RRLILRRIB ,,,,, 2 LL Ω⊂ ∞∞  denotes the space of 

( ( ))nm
t RRL ,,adapted- 2 LF Ω  valued norm bounded measurable 

processes on .I  Let ( )nRL ,2 π  denote the Hilbert space of measurable 

functions defined on the set δV  with values in nR  having norms square 

integrable with respect to the L’evy measure ,π  that is, for 

( )nRLf ,2 π∈  we have 

( ) ( ) .
2 ∞<ξπξ∫

δ

df
nRV

 

For convenience of notation we use { }DcDbDa ,,  to denote respectively, 

the Gâteaux differentials (directional derivatives) of { }cba ,,  in the state 

variable .nRx ∈  

Theorem 5.1. Consider the system given by Equation (1) with 

( ) adcba P∈,,  and the cost functional given by (2). Suppose the assumptions 

of Theorem 4.3 hold and that the elements of adP  are once continuously 

Gâteaux differentiable in the state variable with the Gâteaux derivatives 

uniformly bounded. Then, in order for the triple ( ) ad
oo cba P∈,,ο  with 

the corresponding solution ( )nao RIBx ,∞∈  to be optimal, it is necessary 

that there exists a triple ( ) ( ) ( ( )) ××∈ϕ/ ∞∞
nmana RRILRIBQ ,,,,, Lυ  
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( ( ))na RLIL ,, 2 π∞  satisfying the inequality (29) and the stochastic adjoint 

and state differential equations (30)-(31) as presented below: 

( ) ( ) [( ( ) ( )) ]dtQxbxbTrdtxaxa ooo

I

ooo

I

∗−+>/−< ∫∫ EE υ,  

( ) ( ) ( ) ( ) ,,,0,,, ad
ooo

VI
cbadtdxcxc P∈∀≥ξπ>ϕξ−ξ<+ ∫∫

δ

E  

(29) 

where ( ) ( ( ) ( )) ( ) ( ( ( ) )) ( ) ( ) ,,,,,,; δ
∗ ×∈ξ/ξ−≡ξϕ/−≡ VItttxDctttxDbtQ oooo
υυ  

with { }oo DcDb ,  denoting the Gâteaux derivatives of { }oo cb ,  with 

respect to the state variable evaluated at .ox  The function υ/  denotes the 

solution of the following adjoint equation: 

( ( ( ))) ( ( )) ( ( )) ( ( ))dttxtdttxVdttxVdttxDad o
x

oooo ,21 ℓ+/+/+/=/
∗

υυυυ−  

( ( ) ( )) ( ( )) ( ) ,,, ItdtdqxDcdWttxDb oo

V

oo ∈×ξ/ξ+/+ ∗
∫

δ

υυ;  

( ) ( ( ));TxT o
xΦ=/υ   (30) 

where ( ( )) ,,1 IttxV o ∈  is a symmetric nn ×  negative semi-definite matrix 

valued random process given by the bilinear form ( ( )yxDbTr oo ;−  

( ( )) ) ( ) ;,; 1 >/<≡/
∗

υυ yxVxDb ooo  and ( ( )) ,,2 IttxV o ∈  is another 

symmetric nn ×  negative semi-definite matrix valued random process 

given by the bilinear form 

( ) ( ( ) ) ( ) ( ( ) ) >,/<≡ξπ>/ξξ<− ∗
∫

δ

υυ ,,,, 2 ytxVdxDcyxDc ooooo

V
 

with ( )nao RIBx ,∞∈  being the solution of the state equation 

( ) ( )dWxbdtxadx ooooo +=   

( ) ( ) ( ) .,0,, 0 Itxxdtdqxc ooo

V
∈=×ξξ+ ∫

δ

  (31) 
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Proof. Let ( ) ad
oo cba P∈,,ο  be the optimal drift-diffusion-jump triple 

with the corresponding solution of Equation (1) denoted by ( )., nao RIBx ∞∈  

Let ( ) adcba P∈,,  be an arbitrary element and [ ].1,0∈ε  Define the 

triple ( )εεε cba ,,  as follows 

( ) ( ) ( ) [ ].1,0,,, ∈ε−ε+=−ε+=−ε+≡ εεε oooooo ccccbbbbaaaa  

It follows from convexity of the set adP  that ( ) ,,, adcba P∈εεε  and by 

virtue of optimality of the triple ( ),,, oo cbaο  we have 

( ) ( ) [ ]1,0,,,, ∈ε∀≥εεε oo cbaJcbaJ ο  and ( ) .,, adcba P∈  (32) 

Let ( )na RIBx ,∞
ε ∈  denote the solution of Equation (1) corresponding to 

the triple ( ).,, εεε cba  Clearly, the processes { }oxx ,ε  satisfy respectively, 

the following stochastic integral equations: 

( ) ( ( )) ( ( )) ( )sdWsxbdssxaxtx
tt

εεεεε ∫∫ ++=
00

0  

( ( ) ) ( ) ,,,
0

Itdsdqsxc
V

t

∈×ξξ+ εε∫∫
δ

   (33) 

( ) ( ( )) ( ( )) ( )sdWsxbdssxaxtx oo
t

oo
t

o ∫∫ ++=
00

0  

( ( ) ) ( ) ,,,
0

Itdsdqsxc oo

V

t

∈×ξξ+ ∫∫
δ

  (34) 

and they are elements of ( )., na RIB∞  Clearly ( ) ( )oo cbacba
p

,,,, ο
τ

→−εεε  

and hence it follows from Theorem 4.2 that os
xx →−ε  in ( )., na RIB∞  As 

justified below, the process y  given by the following limit: 

( ) ( ) ( ( ) ( )) ,,1lim
0

Ittxtxty o ∈−ε= ε

↓ε
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exists. Subtracting Equation (34) from Equation (33) term by term and 

dividing by ε  and letting 0↓ε  one can easily verify that y  satisfies the 

following stochastic integral equation: 

( ) ( ( )) ( ) [ ( ( )) ( ( ))]dssxasxadssysxDaty ooo
t

oo
t

−+= ∫∫ 00
 

( ( ) ( )) ( ) [ ( ( )) ( ( ))] ( )sdWsxbsxbsdWsysxDb ooo
t

oo
t

−++ ∫∫ 00
;  

( ( ) ) ( ) ( )dsdqsysxDc oo

V

t

×ξξ+ ∫∫
δ

,
0

 

[ ( ( ) ) ( ( ) )] ( ) ,,,,
0

Itdsdqsxcsxc ooo

V

t

∈×ξξ−ξ+ ∫∫
δ

  (35) 

where for any ( )vuDaRvu on ,, ∈  denotes the Gâteaux differential of oa  

evaluated at u  in the direction v  with ( ) ( ),no RuDa L∈  and ( )vuDbo ;  

denotes the Gâteaux differential of ob  evaluated at u  in the direction ,v  

with ( ) ( ( ));,,; nmno RRRuDb LL∈⋅  and for any ( ))vuDcR od ξ∈ξ ,,  

denotes the Gâteaux differential of oc  evaluated at u in the direction .v  

Note that for each fixed ( )vuDbvRu n ;, →−∈  is a continuous linear 

map from nR  to ( )., nm RRL  It follows from the integral equation (35) 

that y  is the solution (if one exists) of the following linear stochastic 

differential equation (SDE): 

( ( )) ( ) ( ( ) ( )) ( )tdWtytxDbdttytxDady oooo ;+=  

( ( ) )) ( ) ( ) ( ) .,00,,
,,

ItydMdtdqtytxDc
cba

t
oo

V
∈=+×ξξ+ ∫

δ

  (36) 
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It is driven by the process { }ItMM
cba

t
cba ∈≡ ,

,,,,  which is given by 

[ ( ( )) ( ( ))] [ ( ( )) ( ( ))] ( )tdWtxbtxbdttxatxadM oooooocba
t −+−=,,

 

[ ( ( ) ) ( ( ) )] ( ) .,,, Itdtdqtxctxc ooo

V
∈×ξξ−ξ+ ∫

δ

  (37) 

Let 2SM  denote the Hilbert space of norm square integrable nR  valued 

adapted-tF  semi martingales starting from the origin, that is 

.0
,,

0 =cba
M  Since ( ) ( ) ad

oo cbacba P∈,,,,, ο  and ( ),, nao RIBx ∞∈  it 

is straightforward to verify that the drift (vector) [ ( ( )) ( ( ))],⋅−⋅ ooo xaxa  

the diffusion (matrix) [ ( ( )) ( ( ))],⋅−⋅ ooo xbxb  and the jump kernel 

[ ( ( ) )) ( ( ) )] ,,,, dooo Rxcxc ∈ξξ⋅−ξ⋅  are adapted-tF  random processes 

having square integrable norms. Hence 2
,, SM∈cbaM  and therefore, as 

a special case, it follows from Theorem 4.1 that Equation (36) has a 

unique solution ( )., na RIBy ∞∈  Thus yM cba →−,,  is a bounded linear 

map, denoted by ,ϒ  from the Hilbert space 2SM  to the Banach space 

( )na RIB ,∞  and hence continuous. We denote this by ( ).,, cbaMy ϒ=  

Using the inequality (32) and dividing the following expression: 

( ) ( ) [ ],1,0,0,,,, ∈ε∀≥−εεε oo cbaJcbaJ ο  

by ε  and letting 0↓ε  we obtain the Gâteaux differential of J  at 

( ) ad
oo cba P∈,,ο  in the direction ( )oo ccbbaa −−− ,,ο  satisfying the 

following inequality: 

(( ) ( ))oooo ccbbaacbadJ −−− ,,,,, οο  

( ( )) ( ) ( ( )) ( )








>Φ<+><= ∫ nn R

o
xR

o
x

T

TyTxdttytxt ,,,
0

ℓE  

( ) .,,0 adcba P∈∀≥   (38) 
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For notational convenience, we introduce the following linear functional: 

( ) ( ( )) ( ) ( ( )) ( ) .,,,
0 








>Φ<+><≡ ∫ nn R

o
xR

o
x

T

TyTxdttytxtyL ℓE  

(39) 

Since ( ( )) ( ( )) ( ) ( ( )),,,,,,,, 221
nananao

x RLILRIByRLILx Ω⊂∈Ω∈⋅⋅ ∞∞ℓ  

( ( )) ( )n
T

o
x RLTx ,,2 FΩ∈Φ  and ( ) ( ),,,2

n
T RLTy FΩ∈  we conclude 

that ( )yLy →−  is a continuous linear functional on ( )., na RIB∞  Hence it 

follows from the above analysis that the functional Lɶ  given by the 

composition map, 

( ) ( ) ( ) ( ), , , , , , ,a b c a b c a b cM y L y L M L M−→ −→ = ϒ ≡ ɶ�  (40) 

is a continuous linear functional on the Hilbert space of semi-martingales 

.2SM  Thus it follows from representation of semi-martingales and Riesz 

representation theorem for Hilbert spaces that there exists a triple 

{ } ( ( )) ( ( ( )))nmana RRLILRLILQ ,,,,,,, 2222 LΩ×Ω∈ϕ/υ  

 ( ( ( )))na RLLIL ,,, 222 Ωπ×  

such that 

( ) ( ( )) ( ( )) ( ), ,

0
,

Ta b c o o oL M a x s a x s s ds= < − >/∫Eɶ υ  

{( ( ( )) ( ( ))) ( ))}dssQsxbsxbTr ooo
T

∗−+ ∫0E  

( ( ) ) ( ( ) ) ( ) ( ) .,,,,
0

dsdssxcsxc ooo

V

T

ξπ>ξϕξ−ξ<+ ∫∫
δ

E  

(41) 
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Hence, it follows from (38), (39), (40) and (41) that 

(( ) ( ))oooo ccbbaacbadJ −−− ,,,,, οο  

( ( )) ( ( )) ( ) dsssxasxa ooo
T

>/−<= ∫ υ,
0

E  

[( ( ( )) ( ( ))) ( ))]dssQsxbsxbTr ooo
T

∗−+ ∫0E  

( ( ) ) ( ( ) ) ( ) ( )dsdssxcsxc ooo

V

T

ξπ>ξϕξ−ξ<+ ∫∫
δ

,,,,
0

E  

( ) .,,,0 adcba P∈∀≥   (42) 

This proves the necessary condition (29). We show that the triple 

( )ϕ/ ,, Qυ  is given by the solution of the adjoint equation (30). Since 

( ) ( ( ))nana RLILRIBy ,,, 2 Ω⊂∈ ∞∞  and ( ( )) ana LRLIL 122 ,, ⊂Ω∈/υ  

( ( )),,, 2
nRLI Ω  the scalar product >/< υ,y  is well defined for almost all 

.., saPIt −∈  Computing the Itô differential of this scalar product we 

have 

,,,,, >>/<<+>/<+>/>=</< υυυυ ddydydyyd  (43) 

where the third term on the right hand side of the above equation denotes 

the quadratic variation. Using the stochastic variational equation (36) in 

the first term on the right hand side of the above expression we obtain 

{ ( ) ( )dWyxDbydtxDadydy oooo ;,, +<>=/<+>/< υυ  

( ) ( ) } >/<+>/<+>/×ξξ+ ∫
δ

υυυ dydMdtdyqxDc cbaoo

V
,,,, ,,  

( ( )) ( )dWxDbdtxDady oooo
υυυ /+/+/<= ∗

;,  

( ( )) ( ) .,, ,, >/<+>×ξ/ξ+ ∗
∫

δ

cbaoo

V
dMdtdqxDc υυ   (44) 
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In order to consider the quadratic variation term ,, >>/<< υddy  let us 

note that the variational equation for y  given by (36)-(37) contains (the 

sum of) four martingale terms as follows, 

( ) [ ( ) ( )]dWxbxbdWyxDb ooooo −+;  

( ) ( ) [ ( ) ( )] ( ).,,, dtdqxcxcdtdyqxDc ooo

V

oo

V
×ξξ−ξ+×ξξ+ ∫∫

δδ

 

In contrast, it follows from the expression (44) that the equation for υ/   

contains the sum of only two martingale terms given by ( ) −/ dWxDb oo
υ− ;  

( ( )) ( )., dtdqxDc oo

V
×ξ/ξ ∗

∫
δ

υ  Hence it follows from stochastic 

independence, as stated at the end of Section 3, that the quadratic 

variation term is given by 

,,,, 21 >>/<<+>>/>>=<</<< υυυ ddyddyddy  

where ( ) [ ( ) ( )] oooooo DbdWxbxbdWyxDbddy ,;, 1 −+<<−=>>/<< υ  

( ) ., >>/ dWx o
υ  Integrating this we obtain 

{( ( )) ( )}dtxDbyxDbTrddy oooo

II
υυ /−=>>/<< ∗

∫∫ ;;, 1 EE  

{[ ( ) ( )] ( ( ))}dtxDbxbxbTr ooooo

I
υ/−− ∗

∫ ,E  

( ) {[ ( ) ( )] ( ( ))} .;, 1 dtxDbxbxbTrdtxVy ooooo

I

o

I
υυ /−−>/<≡ ∗

∫∫ EE  

 (45) 

Note that ( ( )) ,,1 IttxV o ∈  is a negative semi definite symmetric nn ×  

matrix valued essentially norm bounded random process following from 

the first component. Considering the second quadratic variation we 

obtain 
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( ) ( ),,, 2 dtdyqxDcddy oo

V
×ξξ<<−=>>/<< ∫

δ

υ  

( ( )) ( ) [ ( )ξ<<−>>×ξ/ξ ∫∫
δδ

∗
,, o

V

oo

V
xcdtdqxDc υ  

( )] ( ) ( ( )) ( ) .,,, >>×ξ/ξ×ξξ− ∗
∫

δ

dtdqxDcdtdqxc oo

V

oo
υ  

Integrating this we have 

( ) ( ( )) ( )dtdxDcyxDcddy oooo

VII
ξπ>/ξξ<−=>>/<< ∗

∫∫∫
δ

υυ ,,,, 2 EE  

( ) ( ) ( ( )) ( )dtdxDcxcxc ooooo

VI
ξπ>/ξξ−ξ<− ∗

∫∫
δ

υ,,,,E  

( ( )) dttxVy o

I
>/<≡ ∫ υ2,E  

( ) ( ) ( ( )) ( ) ,,,,, dtdxDcxcxc ooooo

VI
ξπ>/ξξ−ξ<− ∗

∫∫
δ

υE   (46) 

where ( ( )) ,,2 IttxV o ∈  is a negative semi-definite symmetric nn ×  

matrix valued essentially norm bounded random process following from 

the first component of the above quadratic variation term. Integrating the 

identity (43) and substituting the expressions (44), (45) and (46) we arrive 

at the following expression: 

{ ( ( )) dtxDadyyd oo

II
υυυ /+/<=>/< ∗

∫∫ ,, EE  

( ) ( ( )) }>/+/+ dttxVdtxV oo
υυ 21  

{ ( ) ( ( )) ( ) }>×ξ/ξ+/<+ ∗
∫∫

δ

dtdqxDcdWxDby oo

V

oo

I
υυ ,;,E  

{ {[ ( ) ( )] ( ( )) } }dtxDbxbxbTrdM ooooocba

I

∗
/−−>/<+ ∫ υυ ;, ,,E  

( ) ( ) ( ( )) ( ) .,,,, dtdxDcxcxc ooooo

VI
ξπ>/ξξ−ξ<− ∗

∫∫
δ

υE   (47) 
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Then setting 

( ( )) ( ) ( ) ( )dWxDbdtxVdtxVdtxDad oooooo
υυυυυ /+/+/+/+/

∗
;21  

( ( )) ( ) ( ) ,,,,, ItdtxtdtdqxDc o
x

oo

V
∈−=ξ/ξ+ ∗

∫
δ

ℓυ   (48) 

in the expression (47) we obtain 

( ) ><−=>/< ∫∫ dtxtyyd o
x

II
,,, ℓEE υ  

{ {[ ( ) ( )] ( ( )) } }dtxDbxbxbTrdM ooooocba

I

∗
/−−>/<+ ∫ υυ ;, ,,E  

( ) ( ) ( ( )) ( ) .,,,, dtdxDcxcxc ooooo

VI
ξπ>/ξξ−ξ<− ∗

∫∫
δ

υE   (49) 

Next, using the identity (37) (characterizing the semi martingale )cbaM ,,  

in the above expression we obtain 

( ) ( ) ( ) ( ( )) dttxttyTTy o
x

T

><+>/< ∫ ,,,
0

ℓEE υ  

{ [ ( ) ( )] {[ ( ) ( )] ( ( )) },;,
0

∗
/−−>−/<= ∫ υυ

oooooooo
T

xDbxbxbTrxaxaE  

[ ( ) ( )] ( ( )) ( )}dtdxDcxcxc ooooo

V
ξπ>/ξξ−ξ<− ∗

∫
δ

υ,,,,  

[ ( ( )) ( ( ))] ( ) >−/<+ ∫ tdWtxbtxb ooo
T

,
0

υE  

[ ( ) ( )] ( ).,,,
0

dtdqxcxc ooo

V

T

×ξ>ξ−ξ/<+ ∫∫
δ

υE   (50) 

Using stopping time argument one can verify that the last two stochastic 

integrals in Equation (50) vanish. Hence, for ( ) ( ( )),TxT o
xΦ=/υ  the 

identity (50) reduces to 
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( ) ( ( )) ( ) ( ( )) dttxttyTxTy o
x

T
o

x ><+>Φ< ∫ ,,,
0

ℓEE  

{ [ ( ) ( )] [ ( ) ( )] ( ( ))( ),;,
0

∗
/−−>−/<= ∫ υυ

oooooooo
T

xDbxbxbTrxaxaE  

[ ( ) ( )] ( ( )) ( )} .,,,, dtdxDcxcxc ooooo

V
ξπ>/ξξ−ξ<− ∗

∫
δ

υ   (51) 

Denoting ( ( ) ( )) ( ) ,,; IttQttxDb oo ∈≡/− υ  and ( ( ( ) )) ( ),,, ξϕ≡/ξ− ∗
ttxDc oo

υ  

( ) ,, δ×∈ξ VIt  and using this in the above expression, one can observe 

that the right hand member equals ( ), ,a b cL Mɶ  as seen in equation (41), 

while the left hand member equals ( )yL  as seen in (39), thereby 

satisfying the required identity (40). As seen above in equation (42), this 

gives the necessary condition (29). Thus equation (48) with the terminal 

condition ( ) ( ( ))TxT o
xΦ=/υ  is a necessary condition. Hence equation 

(30), being identical to equation (48) with the terminal condition as stated 

above, is a necessary condition giving the adjoint equation. Necessary 

condition (31) needs no proof since it is the system equation (1) corresponding 

to the optimal drift-diffusion-jump triple ( )oo cba ,,ο  with ox  being the 

corresponding solution. This proves all the necessary conditions of 

optimality. It remains to verify that the { } ( ) ( L,,,, ILRIBQ ana
∞∞ ×∈ϕ/υ  

( )) ( ( )).,,, 2
nanm RLILRR π× ∞  This follows from the fact that the 

adjoint system (30) has a unique solution ( )na RIB ,∞∈/υ  and that the 

Gâteaux differentials of { } adcba P∈,,  are uniformly bounded. Hence it 

follows readily from the expressions for Q  and ,ϕ  as presented after 

Equation (29), that ( ( ))nma RRILQ ,, L∞∈  and ( ( )).,, 2
na RLIL π∈ϕ ∞  

This completes the proof.  � 
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6. Convergence of Numerical Algorithm 

Here we present an algorithm whereby one can construct the optimal 

drift-diffusion-jump triple. 

Proposition 6.1. Suppose the assumptions of Theorem 5.1 hold. Then 

there exists (and one can construct) a sequence {( )} adcba P∈kkk ,,  along 

which the sequence of cost functionals { ( )}kkk cbaJ ,,  converge 

monotonically to a (possibly) local minimum. 

Proof. Step 1: Choose a triple ( ) adcba P∈111 ,,  and consider the 

system equation (31) with ( )oo cba ,,ο  replaced by the triple ( )111 ,, cba  

and let 1x  denote the corresponding solution. 

Step 2: Use the quadruple ( )1111 ,,, xcba  in place of 

( )ooo xcba ,,,ο  in the adjoint equation (30) with ( ( ))txV 1
1  and ( ( ))txV 1

2  

given by  

( ( )) ( ) ( ( )){ },;;, 2
11

1
11

21
1

1
∗ηη−=>ηη< xDbxDbTrtxV  

,,, 21 ItRn ∈∈ηη∀  

( ( )) ( ) ( ( )) ( ),,,,, 2
11

1
11

21
1

2 ξπ>ηξηξ<−=>ηη< ∗
∫

δ

dxDcxDctxV
V

 

,,, 21 ItRn ∈∈ηη∀  

and solve the adjoint equation giving .1
υ/  Then define 

( ) ( ) ( ( ) ( )) ,,; 1111 ItttxDbtQtQ ∈/−≡= υ  

( ) ( ) ( ( ( ) )) ( ) ( ) .,,,,, 1111
δ

∗ ×∈ξ/ξ−=ξϕ=ξϕ VItttxDctt υ  

This step yields the septuple ( ).,,,,,, 1111111 ϕ/ Qxcba υ  
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Step 3: At this step, replace the septuple ( )ϕ/ ,,,,,, Qxcba ooo
υ

ο  by 

the septuple ( )1111111 ,,,,,, ϕ/ Qxcba υ  in the inequality (29) giving 

( ( )) ( ( )) ( ) dtttxatxa
T

>/−<∫ 1111

0
, υE  

{( ( ( )) ( ( ))) ( ) }dttQtxbtxbTr
T

∗−+ ∫ 1111

0
E  

[ ( ( ) ) ( ( ) )] ( ) ( )dtdttxctxc
VI

ξπ>ξϕξ−ξ<+ ∫
δ×

,,,, 1111E  

( ) .,,0 adcba P∈∀≥   (52) 

If this inequality holds the septuple ( )1111111 ,,,,,, ϕ/ Qxcba υ  is 

optimal. Since an arbitrary choice of the triple ( )111 ,, cba  is not 

expected to be optimal we ignore this and proceed to the next step. 

Step 4: Here we choose a new triple ( )222 ,, cba  as follows: 

,,, 112112112 εϕ−=ε−≡/ε−≡ ccQbbaa υ   (53) 

where 0>ε  is chosen sufficiently small so that ( ) .,, 222
adcba P∈  Then 

the Gâteaux differential of the cost functional J  evaluated at 

( )111 ,, cba  in the direction ( )111 ,, ϕ/− Qυ  with step size 0>ε  is given 

by 

(( ) ( )) ( ) dttQcbadJ
T

2

0

111111 ,,;,, 1
υυ /ε−=ϕ/ε− ∫E  

( ( ) ( ( )) ) ( ) ( ) .,
2111

0
dtdtdttQtQTr

nRVI

T

ξπξϕε−ε− ∫∫
δ×

∗
EE   (54) 
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For notational convenience let us define 

( ) ( ) ( ( ) ( ( )) )dttQtQTrdttQG
TT

∗
∫∫ +/≡ϕ/

11

0

2

0

111 ,, EE 1
υυ  

( ) ( ) .,
21 dtdt

VI
ξπξϕ+ ∫

δ×
E   (55) 

Using Lagrange formula and the expressions (54) and (55), the cost 

functional evaluated at ( )222 ,, cba  can be approximated as follows: 

( ) ( ) ( ) ( ).,,,,,, 111111222 ε+ϕ/ε−= oQGcbaJcbaJ υ   (56) 

Since ( )111 ,, ϕ/ QG υ  is positive, it is clear from the above expressions 

that for 0>ε  sufficiently small 

( ) ( ).,,,, 222111 cbaJcbaJ ≥  

Step 5: Returning to (step1) with the triple ( )222 ,, cba  and 

repeating the process, one generates the sequence {( )} 1,, ≥k
kkk cba  

including the corresponding sequence { ( )} 1,, ≥k
kkk cbaJ  that satisfies 

the following train of inequalities: 

( ) ( ) ( )kkk cbaJcbaJcbaJ ,,,,,, 222111 ≥≥≥ ⋯  

( ) .,, 111
⋯

+++≥ kkk cbaJ  

Further, it follows from the assumptions of Theorem 4.3 that 

{ ( ) ( ) } .,,,,,inf ∞−>∈ adcbacbaJ P  

Thus the sequence { ( )} 1,, ≥k
kkk cbaJ  is a monotone decreasing sequence 

bounded away from ∞−  and hence it converges possibly to a local 

minimum. This completes the proof.  � 
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Remark 6.2. The results presented in this paper also hold for drift-

diffusion-jump triples which are functions of both time and space, 

( ) ( ) ( ){ },,,,,,, ξxtcxtbxta  under the assumption that the family of 

functions { }γβαα ,,, ,, CBA KK  satisfy the properties (3), (4) and (5) for 

each It ∈  and that they are also uniformly Hölder continuous exponent 

10 ≤θ<  in .It ∈  

7. An Alternative Approach 

An alternative approach to the inverse problem considered in this 

paper is to follow Bellman’s principle of optimality leading to HJB 

(Hamilton-Jacobi-Bellman) equation. We present this briefly and discuss 

the merits and demerits of the two approaches. 

Choose any drift-diffusion-jump triple ( ) adcba P∈,,  and 

( ) nRIxt ×∈,  and let the process { ( ) ( ]}Ttssxt ,,, ∈ξ  denote the solution 

of the following SDE corresponding to the triple ( )cba ,,  

( ) ( )( ) ( )( ) ( )sdWssbdsssasd xtxtxt ,,, ,, ξ+ξ=ξ  

( )( ) ( ) ( ) ( ].,,,,, ,, Ttsxtdsdqssc xtxt
V

∈=ξ×ηηξ+ ∫
δ

  (57) 

Let ( )xt,Ψ  denote the value function defined as follows: 

( ) ( )( ) ( )( ) ,,inf, ,,








ξΦ+ξ≡Ψ ∫ Tdsssxt xtxt

T

tad

ℓE
P

 (58) 

and let {( ) }niD
ix ,,2,1, ⋯=Ψ∂≡Ψ  and {( ) ,1,,2

,
2 =Ψ∂≡Ψ jiD

ji xx
 

}n,,3,2 ⋯  denote the first and second partials of Ψ  with respect to the 

state variables. Following the principle of optimality and using the 

properties of the Wiener process and the Poisson random measure one 

can verify that Ψ  satisfies the following backward integro-partial 

differential equation, 
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( ) ( ) ( ) [ ) nRTxtDDxtxt
t

×∈ΨΨΨ=Ψ
∂
∂

− π ,0,,,,,,, 2H  

( ) ( ) ,,, nRxxxT ∈Φ=Ψ   (59) 

where the function πH  is given by 

( )ΨΨΨπ
2,,,, DDxtH  

( )
( ) ( ) ( )







>Ψ<+≡
∈

n
ad

Rcba
xtDxtaxt ,,,,inf

,,
ℓ

P
 

( ) ( ( ) ( ) ( )) ( ( )( )η+Ψ+Ψ+ ∫
δ

∗ ,,,,,,21 2 xtcxtxtbxtDxtbTr
V

 

( ) ( ) ( ) ) ( ) .,,,,,




ηπ>ηΨ<−Ψ− dxtcxtDxt nR
  (60) 

It is very satisfying to note that a complex inverse problem is transformed 

into an elegant and apparently simple problem requiring only the 

solution of a partial differential equation. But, in fact it is a formidable 

problem requiring proof of existence of solution of a highly nonlinear 

second order integro-partial differential equation on unbounded domain 

.nRI ×  With substantial efforts one may be able to prove existence of a 

viscosity solution generalizing the notion of classical solution. Given that 

such a solution exists, the next problem is to solve this equation 

numerically on an unbounded domain nRI ×  giving .oΨ  This is also a 

very challenging numerical problem. Using this solution one has to 

determine the triple ( ) adooo cba P∈,,  that satisfies the following 

identity: 

( ) ( ( )) ( )o
co

o
oR

o
o on LbDbTrDaxt Ψ+Ψ+>Ψ<+ ∗ 2,,ℓ  

( ) ( ) ,,,,,,, 2 nooo RIxtDDxt ×∈ΨΨΨ= πH   (61) 
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where 

( ) ( ( )( ) ( )xtxtcxtL o
o

o

V

o
co

,,,, Ψ−η+Ψ=Ψ ∫
δ

 

( ) ( ) ) ( ).,,,, ηπ>ηΨ<− dxtcxtD nRo
o  

With little reflection, one will notice that this last step is also not so 

trivial. The optimal cost is given by ( )xo ,0Ψ  provided the initial state x  

is deterministic. In case the initial state is random with probability 

measure ,0µ  the optimal cost is given by 

( ) ( ) ( ).,0,, 0 dxxcbaJ o

R
ooo n

µΨ= ∫  

Briefly this is the HJB approach presenting significant theoretical and 

numerical challenges. 

In contrast, based on the theory developed in this paper one can 

determine the optimal ( )ooo cba ,,  following the numerical steps 

presented in Proposition 6.1. This is a successive approximation 

technique and not too difficult to program on computers using Matlab. 

The necessary steps are clearly outlined in the Proposition mentioned 

above. While carrying out these steps one has to solve a pair of stochastic 

differential equations forward and backward in time and use this solution 

to determine the optimal direction of decent which is given by the 

directional derivative of the cost functional evaluated at the preceding 

choice of ( ) .,, adcba P∈  Using this direction one constructs a new 

element ( )cba ,,  which guarantees reduction of the cost functional. This 

new element is then used to repeat the steps from the beginning thereby 

reducing the cost functional at every stage. Numerical techniques based 

on Monte Carlo scheme for solving stochastic differential equations are 

well known. This technique requires programs generating standard 

Brownian motion and the Poisson random process having Lèvy measure 
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.π  The method is computationally intensive as it requires solving the 

state and the adjoint system repeatedly for a great number of times to 

achieve a desired accuracy. Though numerically intensive it is practically 

feasible and relatively simpler. 
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