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Abstract 

Conditions are explored under which geometric ergodicity of nonlinear 

autoregressive time series of order p with additive errors can be extended to 

hold for an exponentially bounded class of functions of the time series. This 

immediately extends laws of large numbers and central limit theorems to the 

larger collection of functions of the series. 

1. Introduction 

Consider a nonlinear autoregressive time series { } 0≥ttY  of order p with 

additive errors defined by ( ) ,,,1 tpttt YYfY �+= −− …  where RR →pf :  is 

a nonlinear function, p a positive integer, and { }t�  are mean            zero, 

i.i.d. random variables. Ergodicity of the time series follows from 

ergodicity of the associated general state Markov chain ( ,,…tt YX =  

) ,1
′

+− ptY  which can be expressed ( ) ,1 ttt XX ξ+φ= −  with ( ) =φ −1tX  
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( ( ) )′+−−−− 111 ,,,,, pttptt YYYYf ……  and ( ) .0,,0,
′=ξ …tt �  Ergodicity 

of the Markov chain can in turn be established by showing there exists a 

function RR →pV :  so that the chain { }tX  satisfies a stochastic drift 

criterion, such as ( )[ ] ( )xVxXXVE ρ≤=01  for some 1<ρ  when x is 

large (a detailed treatment of stochastic drift criteria is in [5]). Conditions 

for { }tX  satisfying the stochastic drift criterion will follow from 

conditions on f and { }.t�  It will be assumed that ( ) 1≥xV  and ( ) ∞→xV  

as x  does, with ⋅  denoting the Euclidean norm. 

Let π  denote the stationary distribution of the ergodic Markov chain, 

let [ ]⋅πE  denote expectation with respect to ,π  and [ ] [ ].0 xXEEx =⋅=⋅   

The chain is said to be V-geometrically ergodic when the convergence to 

π  occurs at a geometric rate when normalized by the function V, 

( )[ ] ( )[ ]
( )

.10,,supsup <ρ<∞<ρ≤
− π

≤
RR

xV

XgEXgE nnnx

Vgx
 (1) 

Also, (1) implies central limit theorems hold for functions g with 

Vg ≤  and laws of large numbers hold for functions g with Vg ≤  (see 

Theorems 16.1.5 and 17.0.1 in [5]). The purpose of this paper is to provide 

conditions under which the function V in (1) can be embedded in an 

exponential sVeV =′  or ,0, >=′ seV
sV  where V ′  also satisfies (1). The 

benefit of this is that the class of functions g for which laws of large 

numbers and central limit theorems immediately follow is extended to the 

class of functions ,, VgVg ′≤′≤  respectively. 

2. Results 

It will be assumed that { }tX  is a T-chain, meaning there is a 

probability distribution ( ){ }na  on the nonnegative integers and a kernel 

( )AxT ,  which is a lower semicontinuous function in px R∈  for fixed 

measurable pA R⊂  with ( ) ( ) ( ).,0 AxTxXAXPna nn
≥=∈∑  
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It will also be assumed that { }tX  is aperiodic and e.irreducibl-v/  A 

chain is said to be v/ -irreducible if there exists a measure v/  so that  

( ) 0>/ Av  implies ( ) 00 >=∞< xXP Aτ  for all x. A chain is said to be 

aperiodic if there exists a measure v/  with ( ) ( )CxXCXP ν>=∈ 01  for 

all ( ) ,0, >/∈ AvAx  for all measurable sets C. Aperiodicity and               

ityirreducibl-v/  are standard notions in the study of general state Markov 

chains; more details can be found in [5], for example. 

In some cases, ergodicity may be easier to prove through analysis of 

the transitions of the step-k chain { }ktX  with k  a positive integer, rather 

than through analysis of the single-step transitions of { }.tX  The 

step-k chain inherits the T-chain property from { }tX  if a stronger 

condition is put on { };tX  when { }tX  is weak Feller in addition to being 

v/ -irreducible and aperiodic, v/  being Lebesgue measure, then so is 

{ },ktX  implying that { }ktX  is a T-chain. Weak Feller chains map 

bounded continuous functions to bounded continuous functions, a 

condition used to verify a chain is a weak Feller chain. 

Lemma 1. Consider a Markov chain { }.tX  If { }tX  is weak Feller, 

aperiodic, and eirreduciblv-/  for a measure v/  whose support has a non-

empty interior, then { }ktX  is a ,- eirreduciblv/  aperiodic T-chain for all 

integers .1≥k  

Proof. Pick an integer .1≥k  By the weak Feller assumption 

( )[ ]1XgEx  is a bounded continuous function; by induction so is 

( )[ ],kXgEx  implying that { }ktX  is a weak Feller chain. It is known that 

{ }tX  being eirreducibl-v/  and aperiodic implies { }ktX  is, and since the 

support of v/  has non-empty interior, we have by [5], Proposition 5.4.5 

and Theorem 6.2.9 that { }ktX  is a T-chain. � 
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The following proposition combines the weak Feller assumption and 

the step-k  approach to yield conditions under which the function V in (1) 

can be embedded in an exponential sVeV =′  or ,0, >=′ seV
sV  where 

V ′  also satisfies (1). These conditions are applied in Proposition 2 to 

extend the exponential geometric ergodicity to nonlinear time series. 

Proposition 1. Assume { }tX  is a v/ -irreducible, aperiodic general 

state weak Feller chain on ,p
R  with the support of v/  having a non-empty 

interior. Suppose 1≥V  has ( ) ∞→xV  as ,∞→x  is unbounded off 

compact sets and bounded on them, there is a function h bounded on 

compact sets with ( ) ( ) 0→xVxh  as ,∞→x  there is a collection of 

random variables k�� ,,1 …  and function ( )x,,,1 k�� …τ  with 

( )[ ] ( ) 0,,,1 →xVxE k�� …τ  as ∞→x  such that 

( ) ( ) ( ) ( ),,,,sup 1 xxhxVXV
Mx

kk �� …τ++γ<
>

 (2) 

( ) ( ) ( ) ( ),,,,sup 1 xxhxNVXV
Mx

kk �� …τ++<
≤

 (3) 

for some integer ,0>k  some ,10 <γ<  some ., ∞<NM  Then 

(i) If [ ( ) ] ∞<
qx

eE
,,,1 k�� …τ

 for some 0>q  there exists ( ),1,min0 qs <<  

and ( ) ( )[ ]sxVexV =′  such that { }tX  is V ′ -geometrically ergodic. 

(ii) If [ ( ) ] ∞<xq
eE

,,,1 k�� …τ

 for some 0>q  there exists ( ),1,min0 qs <<  

and ( ) ( )xsVexV =′  such that { }tX  is V ′ -geometrically ergodic. 

Proof. (i) Get k  from the assumptions. The proof applies Theorem 4 

in [3] to { },ktX  which theorem states that if { }ktX  is an aperiodic,         

eirreducibl-v/  T-chain, if V is locally bounded with ( ) ∞→xV  as ,∞→x  

if there exists a random variable ( )xW  such that ( ) ( )xWXV ≤k  
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whenever ,0 xX =  if ( ) ( )[ ] ( ( )[ ] ( )[ ] )rr xVxWexVxW −+log  is uniformly 

integrable for some ,0>r  and if ( ) ( )( )[ ] ,0logsuplim <∞→ xVxWExx  

then there exists 0>s  and ( ) ( )[ ]sxVexV =′  such that { }ktX  is 

llygeometrica-V ′  ergodic. That { }ktX  is a e,irreducibl-v/  aperiodic           

T-chain follows from the weak Feller assumption on { }tX  and Lemma 1. 

Finally, Lemma 2 in [1] adds that if for some integer ∞<< k0  and 

all ∞<M  it holds that ( ) [ ( )] ( ) ( ) MxVxxV xVXVE ≤∞→ < sup,1suplim k  

[ ( )] [ ( )] ( ) ,sup, 1 ∞<∞< xVXVEXVE xxx k  and the sets ( ){ }MxVx ≤:  

are petite, then { }tX  is V-uniformly ergodic. This will be used to show 

V ′ -geometric ergodicity of { }tX  follows from that of { }.ktX  

From the assumption (2), ( ) ( ) ( ) ( )xxhxVXV ,,,1 kk �� …τ++γ<  for 

Mx >  and there exists 0>�  so that [ ( )] ( ) <∞→ xVXVExx ksuplim  

�−1  and .1<+γ �  Define ( ) ( ) ( ) ( ).: kkk XVxVXVxW ≥+= �  Then by 

Jensen’s inequality [ ( ( ) ( ))] .0logsuplim <∞→ xVxWExx k  Note 1≥V  

implies ( ) ( ) 0>> �xVxWk  so that ( ( ) ( ))xVxWklog  is defined for all x. 

Pick 0>δ  and ( ) ∞<δ= QQ  so that ( ) ( ) QxVxW >k  implies 

[ ( ( ) ( ))] ( ) ( ).log
1

xVxWxVxW kk <δ+
 Then [ ( ( ) ( )) ]δ+1

logsup xVxWExx k  

[ ( )] ( ) ( )[ ] ,logsup
1 ∞<++< δ+

QxVXVExx �k  implying ( ( ) ( ))xVxWklog  is 

uniformly integrable. 

Get q from the assumptions and choose r so that ( ).1,min1 qr <δ+  

Since V, h are assumed bounded on compact sets and 
( ) ∞<

qx
Ee

,,,1 k�� …τ

 

then from the assumptions (2), (3) Mx ≤  implies ( [ ( )] ( )[ ] ) δ+− 1rr xVxW
x eE k  

( ( ) ( ) ( ) ( )[ ] ( )[ ] ) δ+−+++≤ 1,,,1
rr xVxxhxVN

eE k��� …τ

 is bounded. Since 
( )qx

Ee
,,,1 k�� …τ

 

1, <+γ∞< �  and ( ) ( ) 0→xVxh  as ∞→x  then when Mx >  it holds that 
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( [ ( )] ( )[ ] ) ( ( ( ) ( )[ ] ( )[ ] ( ) ) ( )[ ] ) .
1,,,1 1 ∞<≤ δ+−+++γδ+−

rrrr xVxxhxVxVxW
x eEeE kk ��� …τ

 

Thus, ( [ ( )] ( )[ ] ) ∞<δ+− 1
sup

rr xVxW
xx eE k  and 

[ ( )] ( )[ ]rr xVxW
e

−k  is uniformly 

integrable. 

Since ( ( ) ( ))xVxWklog  and 
[ ( )] ( )[ ]rr xVxW

e
−k  are each uniformly 

integrable, so is the sum. The function ( )xWk  satisfies the conditions of 

Theorem 4 in [3] stated above; thus there exist qs <<0  and         

( ) ( )[ ]sxVexV =′  such that { }ktX  is V ′ -uniformly ergodic. Since V is 

bounded on compact sets the set { }MxxA ≤= :  is compact and thus 

petite since { }ktX  is a T-chain. It also follows from assumptions (2), (3) 

that [ ( ) ] ( ) [ ( ) ] ,sup,1sup ∞<< ∈∈

sss

C
XV

xAx
xVXV

xAx
eEeeE kk  and 

[ ( ) ] ( ) ;sup ∞<
ss

xVXV
xx eeE k  then by Lemma 2 in [1], { }tX  is 

llygeometrica-V ′  ergodic as well. 

(ii) Similarly, from ([3], Theorem 3), if ( ) ( ) ( ) ( )[ ])xVxWrexVxW −+−  is 

uniformly integrable for some ,0>r  and if ( ) ( )[ ] ,0suplim <−∞→ xVxWExx  

then there exists 0>s  and ( ) ( )xsVexV =′  such that { }tX  is 

llygeometrica-V ′  ergodic. 

As in (i) the assumption (2) implies there exists 0>�  with 

γ<+γ ,1�  from (2), so that ( )[ ] ( ) .1suplim �−<∞→ xVXVExx k  Define 

( ) ( ).: kk XVxW =  Then ( ) ( )[ ] ( ) .0suplim <−<−∞→ xVxVxWExx �k  The 

assumption ( ) ( ) 0→xVxh  as ∞→x  implies that for large enough 

MxM >,  implies ,Vh �<  implying in turn ( ) ( ) <− xVxWk  

( ) ( ) ( ) ( ) .,,,,,,1 11
qq

xxxV kk ����� …… ττ <+<+γ  Pick 0>δ  so that 

( ) yy ln1 δ+>  for .0>y  Since by assumption [ ( ) ] ,
,,,1 ∞<xq

eE k�� …τ
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then [ ( ) ( ) ] ∞<δ+ q
xE

1
1 ,,, k�� …τ  from which it follows that [( kWExsup  

( ) ( )) ] ;
1 ∞<− δ+

xVx  therefore ( ) ( )xVxW −k  is uniformly integrable. The 

assumptions and similar arguments also imply [ ( ) ( ) ( )( )]xVxWr
xx eE

−δ+ k1
sup  

∞<  for ( ).1,min qr <  Thus, 
( ) ( )[ ]xVxWr

e
−k  is uniformly integrable. 

The function ( )xWk  satisfies the conditions for [3], Theorem 3 stated 

above. Again, that { }ktX  is a T-chain follows from the weak Feller 

assumption on { }tX  and Lemma 1. The set { }MxxA ≤= :  is petite. Thus 

there exist qs <<0  and ( ) ( )xsVexV =′  such that { }ktX  is uniformly-V ′  

ergodic. It follows from the assumptions (2), (3) that CAx∈
sup  

[ ( ) ] ( ) [ ( ) ] ,sup,1 ∞<< ∈
kk XsV

xAx
xsVXsV

x eEeeE  and [ ( )]kXsV
xx eEsup  

( ) ;∞<xsVe  then by Lemma 2 in [1], { }tX  is            V ′ -geometrically 

ergodic. 

� 

The following proposition gives conditions on the time series that 

guarantee the assumptions of Proposition 1 are satisfied; exponential 

geometric ergodicity of the time series then follows from Proposition 1. 

Applications often involve ( )⋅f  being piecewise continuous or well 

approximated by a linear or piecewise linear function. For time series 

with additive errors, and using norm-like test functions V, the conditions 

for geometric ergodicity with an exponential V are stated as an 

appropriate exponential stability condition on the errors { }t�  in addition 

to an appropriate stability condition on the skeleton ( ).1−φ= tt xx  Let ( )⋅ρ  

denote the eigenvalue of maximum modulus of a matrix. 

Proposition 2. Suppose the distribution of { }t�  is absolutely continuous 

with respect to Lebesgue measure and ( t
q

t q
e EeorE

�� ∞< )∞<  for some 

.0>q  
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(i) If f is sublinear, bounded on compact sets, finite at each x, and for 

some positive integer ( )( ) ,1suplim,
1 <φ∞→

p
x xxk

k  where ( )( )xkφ  is 

the k-fold composition of φ  with itself, or 

(ii) If f is continuous and everywhere differentiable, ( )⋅φ  has Jacobian 

( )⋅J  bounded on compact sets, finite at each x and if xX =0  implies 

( ) ( ) kkk ,ξ++= xcxxJX  a positive integer, where ( ) ( ) ,1, <= rxO
r

xc  

and ( )xc  is Lipschitz and finite at each x, and ( )( ) ,1suplim <ρ∞→ xJx  or 

(iii) If there is a collection mAA ,,1 …  of pp ×  matrices, and regions 

mRR ,,1 …  that partition p
R  such that ( ) 111 −−=

∈= ∑ titi
m

it XRXIAX  

( ) ,txc ξ++  where ( ) ( ) ,1, <= rxOxc
r

 and ( )xc  is Lipschitz and finite 

at each x, and if ( ) ,1max ,,1 <ρ∈ imi A
…

 then 

there exists a norm ( ) q
vv

xxV +=⋅ 1,  for some ,10 <<< qs  and 

( ) ( )( ) ( ( ) ( ) )xsVxV exVorexV
s

=′=′  such that { }tX  is V ′ -geometrically ergodic. 

Proof. The assumptions on t�  imply { }tX  has distribution ν  

absolutely continuous with respect to Lebesgue measure λ  and each set 

of assumptions implies ( )xφ  is finite at each .px R∈  Also, for 

( )pA RB∈  since ( ) 0>λ A  implies ( )( ) 0>φ+λ xA  by translation 

invariance of Lebesgue measure, then since ν  is absolutely continuous 

with respect to λ  and ( )xφ  is finite it holds that ( ) ( )( )xyAxP
A

φ−= ∫ ν,  

( ) ,0>λ dy  so that { }tX  is λ-irreducible. For ( )pC RB∈  let { ( )pxA RB∈=  

( )( ) }.0: >φ+ xCν  Suppose ( ) .0=λ A  Then ( ) 0, =CxP  for ,CAx ∈  which 

by λ -irreducibility of { }tX  implies ( ) ,0=λ C  which violates the 

assumption ( ) 0=λ A  when ,CAC =  so that by contradiction ( ) 0>λ A  

which implies ( ) 0, >CxP  and so { }tX  is aperiodic. 



EXPONENTIAL GEOMETRIC ERGODICITY FOR … 83 

(i) Consider { }nx  with ( ) ( )′=→′= p
n
p

n
n xxxxxx ,,,, 11 ……  then 

since f is bounded on compact sets there exists ∞<C  so that 

( ) ( ) ( ( ) ) ( ( ) ) .,,,,,, 1111 n
n
p

n
npn xxCxxxfxxxfxx −≤−′=φ−φ −− ……

 By absolute continuity ({ }) 0: →δ<−λ nxxx  implies ({ nxxx −:ν  

}) .0→δ<  Then if g is a bounded continuous function, by continuity of g, 

absolute continuity, and bounded convergence ( )[ ] ( )[ ]11 XgEXgE
nxx −  

( ) ( )( ) ( ) ( )( ) ( )( ) ( ) ( φ+−φ+=φ−−φ−= ∫∫∫∫ zgdzxzgxdyygxdyyg n ννν

( )) ( ) 0→dzxn ν  as 0→− nxx  so that ( )[ ]1XgEx  is a bounded 

continuous function and { }tX  is a weak Feller chain with the 

irreducibility measure v/  being Lebesgue measure on ;p
R  thus its 

support has a nonempty interior. By Lemma 1 then, { }ktX  is an 

aperiodic, λ -irreducible T-chain for integers .1≥k  

Let ( )( )xnφ  denote the n-fold composition of φ  with itself. By the 

contraction theorem, for all y with 1<y  it holds that ( )( ) 1<α→φ yn  as 

,∞→n  so that for 0>�  there exists ∞<N  with Nn ≥  implying 

( )( ) .1 �−<φ yn  The assumption ( )( ) 1suplim
1 <φ∞→

p
x xxk  implies 

there is a positive integer k  and ∞<M  so that ( )( ) 1
1 <φ p

xxk  for 

.Mx >  Since f is sublinear so is φ  and note from sublinearity of φ  that 

at each x with ( )( ) ( )( ( )( ) ) �−<φφ=φ> + 1,
11 pnpn xxxxMx kk  for 

integers .Nn ≥  By subadditivity of ( ) ( )( ) +φ≤φφ +
+ xX n

n
k

k,  

[ ( )( )].11

0 in
in

i
E −+

+−+

=
ξφ∑ k

k
 Define ( ) [ ( )11

011 ,, +−+

=++ φ= ∑ in

in E
k

k�� …τ  

( ) ]1++−+ ξ+ξ kk nin  and note at each x with ,Mx >  for integers ,Nn ≥  

that ( ) ( ).,,1 111 ++++ +−< kk nn xX ��� …τ  Let ( ) xxV += 1  and 

assumption (2) of Proposition 1 is satisfied. Since f is assumed bounded on 

compact sets there exists ∞<N  so that ( ,,11 …�τ+<++ xNXn k  
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)1++kn�  and assumption (3) of Proposition 1 is satisfied. It was 

established above that { }k ′tX  is an aperiodic, λ -irreducible T-chain, 

where .kk +=′ n  Then { }tX  is V ′ -geometrically ergodic by Proposition 2 

with ( ) ( )( ) ( ( ) ( ) )xsVxV exVexV
s

=′=′ or  for .0 qs <<  

(ii) Consider { }nx  with ( ) ( )′=→′= p
n
p

n
n xxxxxx ,,,, 11 ……  then since 

( )⋅J  is bounded on compact sets and ( )⋅c  is Lipschitz there exists ∞<C  

so that ( ) ( ) ( ) ( ) [ ( ) ( )] .nnnnn xxCxcxxJxcxxJxx −≤−−−=φ−φ  By 

absolute continuity ({ }) 0: →δ<−λ nxxx  implies ({ xx :ν  

}) .0→δ<− nx  Then if g is a bounded continuous function, by continuity 

of g, absolute continuity, and bounded convergence 

( )[ ] ( )[ ] ( ) ( )( ) ( ) ( )( ) gxdyygxdyygXgEXgE nxx n ∫∫∫ =φ−−φ−=− νν11

 ( )( ) ( ) ( )( ) ( ) 0→φ+−φ+ ∫ dzxzgdzxz n νν  as 0→− nxx  so that         

( )[ ]1XgEx  is a bounded continuous function and { }tX  is a weak Feller 

chain with the irreducibility measure v/  being Lebesgue measure on ;p
R  

thus its support has a nonempty interior. By Lemma 1 then, { }ktX  is an 

aperiodic, λ-irreducible T-chain for integers .1≥k  

It is known ([1], Lemma 4 for instance) the assumptions imply there 

exists ∞<M  and a norm 
v

⋅  with ∞→
v

x  as ,∞→x  and 1<ρ  so 

that ( )
vv

xxxJ ρ≤  for ,Mx >  and if ( ) ( ),r
xOxc =  then 

( ) ( ).r
v

xOxc =  Suppose w.l.o.g. that .1<q  Define ( ) ,1
q
v

xxV +=  then 

since ( )( ) 1suplim <ρ∞→ xJx  there is ∞<M  with Mx >  implying 

( ) ( ) ( ) ( ) .11
q
v

q
v

q
v

xcxXV kk ξ++ρ−++ρ<  Since ( )⋅J  is assumed 

bounded on compact sets there is ∞<N  with Mx ≤  implying 

( ) ( ) ( ) ( ) q
v

q
v

q
v

xcNxNXV kk ξ++−++< 11  and thus { }tX  is 
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llygeometrica-V ′  ergodic by Proposition 2 with ( ) (( ) +−=ρ=γ Nxh 1max,  

( ) ( ) ( ) ) ( ) ( ) ,0,,0,,,,,1, 1
q
v

q
v

q
v

q
v

xxcxc …… kkk ��� =ξ=+ρ− τ  

( ) ( )( ) ( ( ) ( ) ).or xsVxV exVexV
s

=′=′  

(iii) Consider { }nx  with ( ) ( )′=→′= p
n
p

n
n xxxxxx ,,,, 11 ……  then 

since ( )⋅c  is Lipschitz and ( ) 1max ,,1 <ρ∈ imi A
…

 there exists ∞<C  so 

that ( ) ( ) ( )( ) ( ) [ ( )( )ini
m

iii
m

in RxIAxcxRxIAxx ∈−+∈=φ−φ ∑∑ == 11
 

( )] .nnn xxCxcx −≤+  By absolute continuity ({ }) 0: →δ<−λ nxxx   

implies ({ }) .0: →δ<− nxxxν  Then if g is a bounded continuous 

function, by continuity of g, absolute continuity, and bounded 

convergence ( )[ ] ( )[ ] ( ) ( )( ) ( ) ( −−φ−=− ∫∫ dyygxdyygXgEXgE
nxx νν11  

( )) ( )( ) ( ) ( )( ) ( ) 0→φ+−φ+=φ ∫∫ dzxzgdzxzgx nn νν  as 0→− nxx  so 

that ( )[ ]1XgEx  is a bounded continuous function and { }tX  is a weak 

Feller chain with the irreducibility measure v/  being Lebesgue measure 

on ;p
R  thus its support has a nonempty interior. By Lemma 1 then, 

{ }ktX  is an aperiodic, λ -irreducible T-chain for integers .1≥k  

Similar to (ii) the assumptions imply there exists ∞<M  and a norm 

v
⋅  with ∞→

v
x  as ,∞→x  and 1<ρ  so that 

vvi xxA ρ≤  for 

each i, and if ( ) ( ),r
xOxc =  then ( ) ( ).r

v
xOxc =  Suppose w.l.o.g. that 

.1<q  Define ( ) ,1
q
v

xxV +=  then since ( ) ,1max ,,1 <ρ∈ imi A
…

 

( ) ( ) ( ) ( ) .11
q
v

q
v

q
v

xcxXV kk ξ++ρ−++ρ<  Then { }tX  is llygeometrica-V ′  

ergodic by Proposition 2 with ( ) ( ) ( ) =+=ρ=γ xxcxh
q
v

,,,,1, 1 k�� …τ  

( ) ( )( ) ( ( ) ( ) ).or, xsVxVq
v

exVexV
s

=′=′ξk  � 
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3. Applications 

If f is continuous and everywhere differentiable a Taylor expansion of 

( )0Xφ  around ( )′= pxxx ,,1 …  yields ( ) ( ) ,, 001 tXxcXxJX ξ++=  

where ( )xJ  is the Jacobian of ( )⋅φ  evaluated at ( )0,,0,1, …ttx �=ξ  and 

( ) ( ) ( ) ( ),,, 00 XxRxxJxXxc Φ+−φ=  with ( )0, XxRφ  being the 

remainder of the Taylor expansion. Conditioning on xX =0  gives 

[ ( )] 0, 0 =φ XxREx  and [ ] ( ) ( ) tx xcxxJXE ξ++=1  with ( ) ( ) ( ) .xxJxxc −φ=  

With an appropriate condition on ( )xc  that guarantees ( )xc  is small 

when x  is large, a condition for stability would then be lim  

( )( ) ,1sup <ρ∞→ xJx  as is stated in Proposition 2(ii). 

Example. Consider the EXPAR(1) process ( { })2
1exp −−β+α= tt XX  

.1 ttX �+−  The function ( ) ( { })xxxf 2exp −β+α=  has derivative ( ) =′ xf  

{ } ( ),21exp 22 xx −−β+α  so ( ) ( ) ( ) [ { } (α−−β+α=′−= 2exp xxfxfxc  

{ } ( ))]xxx 22 21exp −−β+  satisfies the condition ( ) ( )r
xOxc =  for some 

.1<r  Suppose ∞<
q

tE
�

 for some .0>q  For geometric ergodicity, it is 

required that ( ) 1suplim <′∞→ xfx  which is true if .1<α  As a matter 

of convenience, geometric ergodicity could then be shown with function 

( ) xxV += 1  since it is simple enough to show that ( )[ ] <= xXXVE 01  

( )xVρ  for some 10 <ρ<  for large enough x. However, this may limit the 

class of functions Vg ≤  for which it immediately follows that laws of 

large numbers and central limit theorems hold. Rather than having to 

prove geometric ergodicity directly using a less tractable function, using 

Proposition 2 geometric ergodicity holds for 
( )

,,
1

qseeV
xssV <==′ +

 so 

that moments of all orders exist, and asymptotic results for partial sums 

of functions g with .Vg ≤   � 
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In particular, requiring that { }tY  be asymptotically threshold-like 

allows us to exchange the smoothness conditions on f for stability 

conditions on the piecewise linear part. Suppose ( ∈= −=∑ 11 ti
m

it XIAX  

) ( ) tti xcXR ξ++−1  and with conditions on ( )xc  as in Proposition 2 above. 

Then { }tX  is asymptotically piecewise linear on each of the regions .iR  

Example. The threshold autoregressive process of order p, delay d, 

pd ≤  is 

( ) ( ) ,,,1,,11 siIYYYY idttpt
i
pt

i
t …⋯ =∈+φ++φ= −−− �  

where { } siIi ,,1, …=  forms a partition of .R  Embed tY  in the chain 

( ) 111 −−=
∈= ∑ titi

m

it XRXIAX  with ( ),,, 1+−= pttt YYX …  the iR  being 

regions in p
R  determined by the partition { } ,,,1, siIi …=  and iA  the 

matrix with 
( ) ( )i

p
i φφ ,,1 …  in the first row, 1 on the subdiagonal, and 0 

elsewhere. Suppose the t�  have a continuous density that is positive 

everywhere and ( ) .1max ,,1 <ρ∈ imi A
…

 Ergodicity is often demonstrated 

with a norm-like V such as ( ) .1 xxV +=  To enable geometric ergodicity 

with an exponential function ( )xsVe  or ( )[ ] ,
sxVe  an appropriately strong 

moment condition on the error distribution is required, a stronger error 

condition than is usually given when the concern is simply to show 

ergodicity. For example, if the t�  also have ∞<tq
Ee

�
 for some ,0>q  

then the assumptions of Proposition 2 are satisfied and the process is 

geometrically ergodic with ( ) ( )xsVexV =′  for some .0 qs <<   � 
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As a more substantial application of the results they are applied to 

the threshold autoregressive process 

( ) ( ) ,,,1,,11 siIYYYY idttpt
i
pt

i
t …⋯ =∈+φ++φ= −−− �  

where { }s
iiR 1=  is the partition of p

R  described in the example above. 

Suppose d, s, iR  and p are known. If ( ),,0~ 2σNt�  then the maximum 

likelihood (and conditional least squares) estimators are 

( ) ( ) ( ) .,,1,ˆ
11

1

1

111

1

siRXIYXRXIXX ittt

n

t

ittt

n

t

i
…=∈














∈′=φ −−

=

−

−−−

=
∑∑  

( ) ( )( ) .ˆ1
ˆ

2

11

1

2
itt

i
t

s

i

RXIXX
spn

∈φ−
−

=σ −−

=
∑  

Asymptotic properties of these estimators have been established    

(see [2], [4], [6], for example). For threshold autoregressive processes 

asymptotic results for the 
( )i
j

φ̂  are known to exist when ,2 ∞<tE�  while 

asymptotic results for 2σ̂  are known to exist when .4 ∞<tE�  However, 

since the t�  are often assumed i.i.d. ( )2,0 σN  there is little harm in 

supposing ∞<
q

tEe
�

 or ∞<tq
Ee

�
 for some ,0>q  in which case 

Proposition 2 implies { }tX  is V ′ -geometrically ergodic with 

( ) ( )xsVexV =′  for .0 qs <<  

In this example, limit theorems for the ( )sdpTAR ;;  process are 

derived using the results in this paper. The parameter estimates often 

involve vector-valued functions, so a multivariate version of the central 

limit theorem for V-geometrically ergodic Markov chains ([5], Theorem 

17.0.1) is needed. Let ppg RR →:  be a vector-valued function and let 

1≥V  be a real-valued function with the Markov chain being                   

V-geometrically ergodic. Suppose g, V are such that for a vector a there 
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exist constants ( ) ( )aKKaKK 2211 , ==  so that ( ) ( ) .21 KVKgaga +′≤′′′  

Then by ([5], Theorem 17.0.1), the partial sum ( )gaSn ′  obeys the central 

limit theorem; but ( ) ( ),gSagaS nn ′=′  implying that ( )gSa n′  obeys the 

central limit theorem. By the Cramer-Wald device then, ( )gSn  obeys the 

central limit theorem. 

Proposition 2 is used to imply geometric ergodicity with ( ) ( )xsVexV =′  

for .qs <  The multivariate extension of the central limit theorem then 

implies limit theorems for vector-valued functions. 

Proposition 3. Suppose t�  has a density which is continuous and 

everywhere positive and ∞<
q

tEe
�

 or ∞<tq
Ee

�
 for some .0>q  Then 

the least squares estimators of the ( )sdpTAR ;;  process are consistent and 

obey the central limit theorem, i.e., 

(i) ( ) ( )ii φ→φ̂  with probability one. 

(ii) 22ˆ σ→σ  with probability one. 

(iii) ( ( ) ( ) ) ( ( ) )12,0ˆ −Γσ→φ−φ iNn ii
i  in distribution, where  

( ) ( ( )).it
T
tt RXIXXEi ∈=Γ  

Proof. (i) By Proposition 2, we have that { }tX  is V ′ -geometrically ergodic 

with ( ) ( )[ ]sxVexV =′  or ( ) ( )[ ] ( )1,min0, qsexV xVs <<=′  and ( ) ∞→xV  

as x  does. Let ( ).11 it
n

ti RXIn ∈= −=∑  Since ( )
1−φ= t

i
t XY  ,t�+  then 

( ) ( ) ( ) ( ).
11ˆ

11

1

1

111

1

ittt

n

ti
ittt

n

ti

ii RXIX
n

RXIXX
n

∈













∈′+φ=φ −−

=

−

−−−

=
∑∑ �  
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Let (( ) ) .,,1 kk xxxg p =′
…  Then ( ) ( ) ( )xVxgxg j ′<k  for large x which 

implies ([5], Theorem 17.0.1) the LLN applies to [ ( ) ( )11
1

−− tjtn
i

XgXgS
n k  

( )].1 it RXI ∈−  By V ′ -geometric ergodicity of { } [ ( ∈′ −−− 111, tttt XIXXEX  

)] ( )iRi Γ=  and we have [ ( ) ( ) ( )] ( ) jittjtn
i

iRXIXgXgS
n kk Γ→∈−−− 111
1

 

almost surely, from which it follows that ( )ittt
n

t
i

RXIXX
n

∈′ −−−=∑ 1111

1
 

converges to ( )iΓ  almost surely. 

Likewise, the V ′ -geometric ergodicity of { }tX  implies the SLLN for 

( ).1
11 −−∑ tt

i

XIX
n

 Since ( ) ( ) ( ) ,011 == −− tttt EXEXE ��  we have that 

( ) ( )ii φ→φ̂  with probability one by Slutsky’s theorem. 

(ii) By similar arguments, the SLLN implies 22ˆ σ→σ  with 

probability one. 

(iii) Note that 

( ( ) ( ) ) ( ) ( ).
11ˆ

11

1

1

111

1

ittt

n

ti
ittt

n

ti

ii
i RXIX

n
RXIXX

n
n ∈














∈′=φ−φ −−

=

−

−−−

=
∑∑ �  

Also, by V ′ -geometric ergodicity of { }tX  the SLLN implies that 

( ) ( )11
11

−−
−Γ∑ ttt

i

XIXi
n

�  has limiting variance 

( ) [( ( ) ) ( ( ) ) ] ( ) ( ) .
121

1111
1 −−

−−−−
− Γσ=Γ′∈∈Γ iiRXIXRXIXEi titttitt ��  

Clearly, for ( ) ( ) 21, KVKgaRxxIxg i +′≤′∈=  for suitable ∞<21 , KK  

given a vector a and so ( ) ( ) ( )11
11 −−

−Γ∑ ttti XIXin �  obeys the CLT, 

converging to ( ( )).,0 12 iN −Γσ  Since ( )
1

1111

1
−

−−−= 





∈′∑ ittt

n

t
i

RXIXX
n

 

( )i1−Γ→  this implies ( ( ) ( ) )ii
in φ−φ̂  converges to ( )12,0 −Γσ pN  by 

Slutsky’s once again.  � 
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The TAR and EXPAR models discussed in the examples are contained 

in the more general functional-coefficient autoregressive (FCAR) model 

( ) ( ) ( ) ( ) .2211 tdtptdtptdttdtt YYYaYYaYYaY �−−−−−−− σ++++= …  

The coefficients ( )ia  are unknown functions and are estimated using 

nonparametric methods such as kernel-weighted local linear regression. 

Ergodicity conditions for FCAR can be established by analyzing the 

associated chain ( ) tt
m

it XXAX ξ+= −=∑ 11
 with ( ),,, 1+−= pttt YYX …  

( )XA  the matrix with ( ) ( )XaXa p,,1 …  in the first row, 1 on the 

subdiagonal, and 0 elsewhere, and ( ) .0,,0,
′=ξ …tt �  One condition for 

ergodicity ([4], Theorem 8.1) is that the matrix ( )xA  have 

( )( ) ,1sup <ρ xAx  which is also the condition implied by Proposition 2 

(iii). However, this is stronger than is necessary; for example, using 

Proposition 2, ergodicity will follow if there is an ∞<M  with 

( )( ) .1sup <ρ> xAMx  Laws of large numbers and central limit theorems 

for the estimators of ( ) ,,1 …Xa ( )Xap  can be proved assuming a 

hyperbolic mixing condition on the process such as ( ) δ−α∑ 21
nnc  for 

some 2>δ  and δ−> 21c  (for example, see [4], Theorems 8.2 and 8.3). 

With geometric ergodicity as implied by Proposition 2, a geometric rate of 

mixing is assured, and the exponential geometric ergodicity implied by 

Proposition 2 enlarges the collection of functions of the process to which 

laws of large numbers and central limit theorems directly apply. 
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